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Abstract

Last-mile logistics correspond to the last leg of the supply chain, i.e., the delivery of goods to final customers and they comprise the core activities of postal and courier companies. Due to their role in the supply chain, last-mile operations are critical for customers’ perception concerning the performance of the whole logistic process. In this sense, the sustained growth of e-commerce, which the irruption of the COVID-19 pandemic has abruptly catalyzed, has modified customers’ habits and overtaxed the operational side of delivery companies. Many of these habits will remain after overcoming the sanitary crisis, which will permanently reshape the structure and emphasis of postal supply chains, demanding companies to implement organizational and operational changes to address these challenges.

In this work, we address a last-mile logistic design problem faced by a courier and delivery company in Chile, although the same problem is likely to arise in the last-mile delivery operation of any postal company, in particular in the operation of express delivery services. The company’s operational structure is based on the division of an urban area into smaller territories (districts) and outsourcing the delivery operation of each territory to a last-mile contractor. Due to the increasing volume of postal traffic and decreasing service performance, mainly for express deliveries, the company is forced to redesign its current territorial arrangement. Such a redesign results in a novel optimization problem that resembles a classical districting problem with additional service requirements. This novel problem is first formulated as a mathematical programming model, and then a specially tailored heuristic is designed for solving it. The proposed approach is tested on instances from the real-life case study. The obtained results show significant improvements in terms of the percentage of on-time deliveries achieved by the proposed solution compared to the current districting design of the company. Furthermore, by performing a sensitivity analysis for different levels of demand, we show that the proposed approach is effective in providing districting designs capable of enduring significant increases in the demand for express postal services.

Keywords: Districting; Last-mile delivery; Postal delivery; Supply chain management; Heuristics.
1 Introduction and Motivation

In the management science community, districts correspond to territorial or administrative entities whose composition tries to balance the demand and the supply of a given service or good. Such services or goods might be associated with decision-making contexts such as electoral systems (Ricca et al., 2013), postal logistics (Jarrah and Bard, 2012), schooling policy (Caro et al., 2004), commercial territory planning (Ríos-Mercado and Fernández, 2009), health care management (Benzarti et al., 2013), emergency response planning (Mayorga et al., 2013), municipal solid waste collection (Lin and Kao, 2008), among others. In all these contexts, districts comprise basic functional units (e.g., customers, streets, zip codes, cities, and so on) of a larger geographical area (e.g., a city or a province). Defining these districts is known as districting (or territorial design). The goal is to find an optimal solution according to one or more planning criteria (e.g., the balance of the number of voters, equitable assignment of customers, and so on) that verifies other geometric and functional requirements (e.g., connectivity, compactness, or service performance).

Among the different applications, the design of delivery districts, especially in postal and last-mile logistics, is one of the most relevant ones (Kalesics and Ríos-Mercado, 2019). It is common among logistic operators to divide urban areas into delivery zones (i.e., districts). Households and commercial and institutional customers form these districts. Then, the operators must assign these zones to one or more delivery workforce units (e.g., postmen), who are then responsible for delivering parcels, letters, and other postal products to the corresponding customers. The performance of these operations typically depends on the territorial structure of the districts and the postal traffic workload distribution among them: districts are expected to be compact (i.e., undistorted, without holes, and featuring a smooth boundary) and balanced (i.e., mail carriers are expected to have a similar workload on equivalent workday lengths). We refer the reader to Jarrah and Bard (2012) and Parriani et al. (2019) for two examples of applying these two criteria when designing delivery districts.

Over the last two decades, the postal service industry has undergone significant global changes. On the one hand, the traffic of traditional letter mails has dramatically declined and, on the other hand, the volume of parcels has significantly increased. According to Dragendorf et al. (2019), the mail-to-parcel volume ratio worldwide changed from 13:1 in 2000 to 2:1 nowadays, and it is expected to be 1:1 by 2025. Moreover, other sources have reported similar evidence (International Post Corporation, 2019; Universal Postal Union, 2019). The rise and consolidation of e-commerce plays a crucial role (see, e.g., Hong and Wolak, 2008; Nikali, 2008; Winkenbach and Janjevic, 2018). These changes have had a tremendous impact from a strategic to an operational level, especially on last-mile delivery operations where the demand for express courier services has substantially increased (see Dragendorf et al. (2019) for a brief report on how current market trends are transformed by last-mile delivery). Furthermore, the COVID-19 pandemic has imposed enormous stress on the whole postal delivery logistics, especially on express services, catalyzing several technological...
and operational changes that will permanently reshape the last-mile delivery operations (see OECD, 2020; Banker, 2020; Nyrop et al., 2020; Universal Postal Union, 2020, for recent analyses on the issue).

As a result, courier companies face enormous challenges in coordinating their operations and accomplishing their compromised service standards while preserving their economic viability (see Bates et al. (2018); Crew and Brennan (2015); Lee et al. (2016) for overviews on the challenges and opportunities for the next generation of last-mile distribution). Moreover, as these changes have occurred rather abruptly, postal service companies endure difficulties adapting to these challenges, particularly in developing countries (we refer the reader to Laseinde and Mpofu (2017), for a comprehensive study on challenges in postal operations in developing nations). One of these difficulties corresponds to the redesign of the districts associated with the delivery of mail and small/medium parcels. The design of these delivery areas usually results from a long negotiation among mail carriers, unions, delivery contractors, and postal company managers. Once these districts are defined, they are expected to remain unaltered for several years (we refer the reader to Demazi`ere and Mercier, 2006, for a study on the singularities of postmen activities and the engagement with their delivery areas). Therefore, *redrawing* these districts (by adding or removing delivery points), or modifying the number of districts within a city, is not a simple task, even if the current design leads to declining performance metrics caused by changes in volume or structure of the required services. Attempts to carry out such changes are expected to be based on objective, fair, transparent, and consensual criteria, and procedures; furthermore, they shall be embedded in impartial decision-aid tools (see Verhoest and Sys, 2006; Uni Global Union, 2019, where different experiences on the use of decision-aid tools for delivery district modifications are exposed for national and private postal companies).

This work stems from a courier and express delivery company in Chile that is currently dealing with the challenges mentioned above. The company offers a national express delivery service for mail letters and small parcels, ensuring that they reach their destination the next working day before 11 am. The demand for this service has overwhelmingly increased over the last years, broadening its share of its revenues and straining the entire supply chain, especially the last-mile delivery operations. To fully understand the issues and challenges faced by the company, we briefly describe the country-level and their local-level operations. Letters and parcels are first sent from service points to the closest sorting hub located near the major airports. Express deliveries reach the closest sorting hub the same day they were handed to the company, and during the night shift, they are sorted according to their destination. Afterward, they are sent to their destination distribution depots using either ground or air transportation depending on the distance between the sorting center and the destination center. Once the letters and the parcels arrive at their corresponding destination depots, they are sorted according to their priority (i.e., express and non-express) and according to their address (i.e., by identifying their corresponding district). Finally, they are handed over to the personnel performing last-mile delivery that organizes deliveries within their route according to their experience.

The courier company has outsourced the last-mile delivery operations to independent contractors. The
corresponding outsourcing contract stipulates a multi-year working relationship that defines the district assigned in exclusivity to each delivery contractor, an agreed-upon minimum payment from the courier to the contractor, and an additional payment per delivered parcel. These districts were settled by rules-of-thumb criteria and using outdated postal traffic records. Hence, as the company does not perform last-mile delivery by itself, it heavily relies on the contractors’ ability to organize their workload and compliance to service levels, particularly for express delivery. Moreover, both the courier and the contractors tend to overestimate the contractors’ capability for any parcel. Couriers tend to minimize the number of contractors to reduce minimum payments, and contractors tend to overestimate their delivery capacity to maximize their income. As a result, satisfactory on-time delivery of express services has been a significant issue. The company has recently set regional KPIs (key performance indicators) to measure the percentage of letters and parcels delivered on time and has established bonuses based on the performance in these KPIs to middle management and subcontractors. These policies have encouraged local managers and last-mile contractors to improve their delivery operations, opening the opportunity to negotiate and modify current delivery districts, improve contractors’ workload, and increase the percentage of on-time deliveries.

This work presents a novel optimization methodology for addressing districting design decisions such as the one faced by the company in consideration. As we will describe, the proposed approach not only allows to design districts according to the company’s performance measures, but it also allows to evaluate their expected performance under different scenarios.

Our contribution and paper outline. The main contribution of this paper is the development of a methodological framework for modeling and solving a novel districting design problem that aims at defining last-mile delivery areas according to a quality of service objective rather than to workload balancing considerations. The quality of service, in this case, is measured as the percentage of on-time deliveries. The resulting problem is coined as the on-time last-mile delivery districting problem (OTLMDP). Its two-stage nature characterizes the OTLMDP: mid-to-long term districting planning decisions (first stage) are made along with operational last-mile routing delivery decisions (second stage). In this second stage, we incorporate the variable nature of the express service demand (traffic volume and recipients’ territorial deployment) to ensure that last-mile operators can accomplish improved levels of on-time deliveries. To solve the OTLMDP, we designed an ad-hoc heuristic featuring an initialization phase, a construction phase, and an exploration phase. These phases encompass specially designed grouping strategies, routing algorithms, and local-search operators.

The proposed approach is applied to a set of instances derived from the considered case study. In particular, we consider the case of Antofagasta, the fifth largest city of Chile, capital of the mining region of the country, and one of the areas where the problem mentioned above is severe. The attained results show that considering the number of districts currently deployed in Antofagasta, it is possible to design last-mile delivery districts featuring, on average, over 98% of on-time deliveries. Furthermore, considering the current
market trends and the impact of the COVID-19 pandemics on the whole supply chain industry, particularly on postal and courier operators, we use the designed framework to carry out a sensitivity analysis regarding a different number of districts and also different demand level scenarios.

The paper is organized as follows. In Section 2, we present a review of related literature, and we highlight the methodological gap addressed by this work. In Section 3, we present a mathematical programming formulation for the OTLMDP. The details of the specially devised heuristic are outlined in Section 4. Further characteristics of the case study and a discussion of the obtained results are presented in Section 5. Finally, conclusions and avenues for future work are drawn in Section 6.

2 Literature review

Research on districting or territory design goes back to the early 1960. The main application areas were political districting (Ricca et al., 2013) and sales territory design and alignment (Ronen, 1983; Zoltners and Sinha, 2005). In the past twenty years, there has been an active research area for districting models, methods, and applications such as school districting (Caro et al., 2004), commercial territory design (Ríos-Mercado and Fernández, 2009; Salazar-Aguilar et al., 2011a,b; Ríos-Mercado and López-Pérez, 2013; López-Pérez and Ríos-Mercado, 2013; Ríos-Mercado and Escalante, 2016; Sandoval et al., 2020; Ríos-Mercado et al., 2021), public service districting (Bender et al., 2018), collection of waste electric and electronic equipment (Fernández et al., 2010; Ríos-Mercado and Bard, 2019; Ríos-Mercado et al., 2020), health care management (Mayorga et al., 2013; Gentry et al., 2015; Steiner et al., 2015; Yanık et al., 2019; Restrepo et al., 2020), market design and segmentation (Mansfield et al., 2003; Huerta-Muñoz et al., 2017), sales force sizing (Moya-García and Salazar-Aguilar, 2020), and finance (de la Poix de Fréminville et al., 2015), to name a few. There are some excellent surveys where the reader may find a detailed discussion of the models and solution algorithms (Duque et al., 2007; Kalcsics and Ríos-Mercado, 2019). There is a recent book due to Ríos-Mercado (2020) covering recent advances on districting and territory design applications, models, and algorithms, including surveys on police districting (Liberatore et al., 2020), health care (Yanik and Bozkaya, 2020), and computational geometry methods (Behroozi and Carlsson, 2020). This section focuses our discussion on districting applications related to postal, delivery operations, and routing, which is the subject of our work.

It is worth mentioning that a particular class of districting problems deals with edge-partition decisions (see, e.g., Muyldermans et al., 2002, 2003; Butsch et al., 2014; García-Ayala et al., 2016). In these types of problems, attributes are associated with the edges, not the nodes. These are still tactical models, in the sense that routing is not decided; however, these are the first attempts to consider arc services for deciding the territory design.
2.1 Districting application with embedded routing factors

One of the first papers to address districting and routing corresponds to Chapleau et al. (1985), who studied a school districting and routing problem. The first phase of their two-stage approach determines appropriate districts, including an adequate number of students to be served. Then, for each district, a route and the stops along this route are determined. They present numerical results with reasonably good results.

Haugland et al. (2007) study the problem of designing districts for vehicle routing problems with stochastic demands. In particular, demands are assumed to be uncertain when the districts are made, and these are revealed after the districting decisions are determined. They propose a two-stage stochastic model minimizing the expected routing cost. In the first stage, demand is considered a stochastic variable, and the goal is to define the districts so that the expected total travel cost is minimized. In order to balance the districts more evenly, they impose a constraint limiting the actual travel cost within each district to a given upper bound. Connectivity constraints are considered. They propose tabu search and multi-start heuristics, observing that tabu search outperforms multi-start in terms of solution quality.

Ríos-Mercado and Salazar-Acosta (2011) study a commercial districting problem in the bottled beverage distribution industry and introduce a combinatorial optimization model. The problem consists of grouping a set of city blocks into territories to maximize territory compactness. As planning requirements, the grouping seeks to balance both the number of customers and product demand across territories, maintain connectivity of territories, and limit the total routing costs. This work addresses both design and routing decisions simultaneously by considering a budget constraint on the total routing cost. The authors propose a greedy randomized adaptive search procedure that incorporates advanced features such as adaptive memory and strategic oscillation. They test their algorithm on a broad set of randomly generated instances based on real-world data showing a positive impact of the advanced components. Solution quality is significantly improved as well.

Lei et al. (2012) address a vehicle routing and districting problem with stochastic customers. Planning requirements include generating contiguous districts, servicing each customer (including regular and stochastic customers) within the same district by the same vehicle, visiting each customer vertex once by one vehicle while minimizing an objective function combining vehicle cost, routing cost, and a district compactness measure. They introduce a two-stage stochastic programming model in which the districting decisions are made in the first stage. The Beardwood–Halton–Hammersley formula is used to approximate the expected routing cost of each district in the second stage. District compactness is also considered as part of the objective function. They developed a large neighbourhood search heuristic. They tested the heuristic on modified Solomon instances and on modified Gehring and Homberger instances. Extensive computational results confirm the effectiveness of the proposed heuristic.

Schneider et al. (2014) develop a two-phase territory-based routing approach motivated by an application in the package shipping industry. They use this approach to investigate the design requirements for success-
fully handling time windows and study the influence of time window constraints on the performance of such an approach. They found that considering geographical aspects in the districting turns out to be critical for generating high-quality territories. Incorporating time window characteristics and historical demand data does not lead to a perceptible improvement of the solution quality.

Lei et al. (2015) introduce the multiple traveling salesperson and a districting problem with multi-periods and multi-depots. In this problem, the compactness of the districts, the dissimilarity measure of districts, and an equity measure of salesperson profit are part of the objective function, and the salesperson travel cost on each district is approximated by the Beardwood–Halton–Hammersley formula. They developed an adaptive large neighbourhood search metaheuristic for the problem. They tested their algorithm on modified Solomon and Gehring and Homberger instances. Computational results confirm the effectiveness of the proposed metaheuristic.

Lei et al. (2016) study a multi-objective dynamic stochastic districting and routing problem in which the customers of a territory stochastically evolve over several periods of a planning horizon. The number of service vehicles, the compactness of the districts, the dissimilarity measure of the districts, and an equity measure of vehicle profit are used as objectives. The problem is modeled and solved as a two-stage stochastic program. In each period, districting decisions are made in the first stage. The Beardwood–Halton–Hammersley formula is used to approximate the expected routing cost of each district in the second stage. They developed an enhanced multi-objective evolutionary algorithm (MOEA). They tested their algorithm on randomly generated instances and compared it with two state-of-the-art MOEAs. Computational results confirm the superiority and effectiveness of the proposed algorithm.

Konur and Geunes (2019) introduce an integrated districting, fleet composition, and inventory planning problem for a multi-retailer distribution system. In particular, they analyze the districting decisions for a set of retailers such that the retailers within the same district share truck capacity for their shipment requirements. They consider that the number of trucks of each type dedicated to a retailer district and retailer inventory planning decisions is jointly determined in a district formation problem. They present a mixed-integer-nonlinear programming formulation for this problem and develop a column generation-based heuristic approach for its set partitioning formulation. To do so, they first characterize essential properties of the optimal fleet composition and inventory planning decisions for a given retailer district. Then, they use these properties within a branch-and-price method to solve the integrated districting, fleet composition, and inventory planning problem. Their numerical experiments show the efficiency of the proposed approach.

Moreno et al. (2020) study a similar problem found in meat distribution. Candidate districts are generated using a modified $K$-means heuristic that evaluates the time required to deliver goods within the district according to an approximation formula, following Lei et al. (2015). The districting plan is then obtained by solving an integer programming formulation to select a subset of the candidate districts generated by the modified $K$-means heuristic.
Bender et al. (2020) propose a two-stage solution approach for the assignment of drivers and vehicles to customers that relies on districting instead of vehicle routing techniques and allows for daily adaptations. For the tactical planning level in the first stage, they developed a districting approach that involves determining the number of districts and the assignment of heterogeneous resources. They present three integer programming (IP) models for the tactical planning problem, which differ in the level of detail of their input data and in their expected compliance with the drivers’ contractual working times. They also present a heuristic solution procedure for the tactical problem. The authors propose a mixed-integer programming model that adapts the tactical districting solution to the concrete demand realization of a day for the operational level on the second stage. In their numerical experiments, they analyzed the feasibility of using districting approaches for the problem at hand and the suitability of the three tactical planning models. They investigated the trade-off between compliance with the drivers’ contractual working times and service consistency.

Zhou et al. (2021) address a districting and routing application in a dairy firm responsible for producing and distributing perishable products. The problem consists of grouping customers into geographic districts to minimize the total operational cost, computed as a function of the fixed costs of the districts and the routing costs. The authors present and assess a genetic algorithm enhanced with several search techniques. The proposed design is extensively tested on instances derived from the literature and real-world instances involving more than 1000 customers. The results show the effectiveness of their proposed heuristic in producing good-quality operational solutions.

2.2 Postal and Delivery Applications

To the best of our knowledge, the only work involving districting in postal or pick-up and delivery applications are due to Bard and Jarrah (2009) and Jarrah and Bard (2012). Bard and Jarrah (2009) address a clustering problem in regional pick-up and delivery operations by a shipping firm. Their goal is to build a set of compact districts that satisfy volume, time, and contiguity constraints while minimizing the number of districts (homogeneous vehicles). They introduce a mixed-integer linear programming (MILP) model and present a three-phase procedure for clustering the data points to tackle instances in the order of 6,000 to 50,000 basic units. The solution procedure makes use of metaheuristic and mathematical programming techniques. In the preprocessing phase, a fraction of the data points is aggregated to reduce the problem size. The preprocessing substantially decreases the computational burden without compromising solution quality. In the main step, an efficient adaptive search procedure is used to form the clusters. Randomness is introduced at each inner iteration to ensure a full exploration of the feasible region, and an incremental slicing scheme is used to overcome local optimality. In metaheuristic terms, these two refinements are equivalent to diversification and intensification search strategies. To improve the results, a set covering problem is solved in the final phase. They tested their heuristic on some real-world data sets provided by the company.
In follow-up work, Jarrah and Bard (2012) present an alternative approach to rationalize the design of work areas for drivers who pick up and deliver hundreds of packages a day. Considering the random nature of demand, visit frequency, and service time, their objective is to partition the customers into the minimum number of convex, continuous districts such that a single vehicle can service each district within the time available in a day. An additional requirement is that the aspect ratio of a work area must satisfy certain geometric conditions. They formulate the problem as a generic capacitated clustering problem with side constraints. They propose a solution algorithm that integrates several ideas, a combination of aggregation methods to achieve analytic tractability, column generation to determine good clusters, regeneration to diversify the exploration of the feasible region, and heuristic variable fixing to find good feasible solutions. They tested their methodology with real-world data provided by a leading carrier company ranging in size from around 6,000 to 45,000 basic units. The results showed that existing designs were significantly improved and that the number of drivers could be reduced.

2.3 Conclusions from the revised literature

From the literature revision presented before, we can conclude that all districting design approaches that feature (last-mile) routing decisions use classical route-distance minimization criteria. Namely, the (district-wise) routing subproblem solutions are assessed in terms of a total distance measure, which is expected to be minimal. In contrast, our work is the first to consider a customer satisfaction-related measure: the proportion of customers served on time. This metric entirely changes the performance criterion’s nature and makes all previous methodologies for similar problems inapplicable. In this sense, we introduce an alternative model that addresses both districting and routing decisions from a unique customer satisfaction criterion.

3 Districting design for on-time last-mile delivery

In this section we provide a mathematical framework for modeling the on-time last-mile delivery districting problem (OTLMDP). We first provide the notation and then present a formulation for the OTLMDP and for its nested routing problem.

Notation and preliminaries

Let us assume that the considered urban area (e.g., a city) has been divided into a set $V$ of customers, and let us assume that we have demand records from a set $\Delta$ of working days. Sets $V$ and $\Delta$ are such that they effectively characterize how demand is geographically deployed and how demand varies on different days. Hence, a customer $i \in V$, is characterized by its geographical coordinates $(a_i, b_i)$ and a demand vector $c_i \in \mathbb{N}^{\lvert \Delta \rvert}$, so that $c_i^d$ corresponds to the number of express orders to be delivered to customer $i$ on day $d \in \Delta$. Let $(a, b) = ((a_1, b_1), \ldots, (a_{\lvert V \rvert}, b_{\lvert V \rvert}))$ and $c = (c_1, \ldots, c_{\lvert V \rvert})$, also let $V^d \subset V$ be the set of all customers with programmed deliveries on day $d \in \Delta$, i.e., $V^d = \{i \in V \mid c_i^d > 0\}$. The street network is mapped into a set of edges $E \subseteq V \times V$, such that $e : \{i, j\} \in E$ indicates that customers $i, j \in V$
are adjacent in the corresponding street network. In Figure 1a we show an example of a network associated
to a set of customers $V$ and a street network mapped into a set of edges $E$. For any subset $\nu \subset V$, let
$E(\nu) \subset E$ be the set of edges such that $\forall \{i, j\} : E(\nu)$ it holds that $i, j \in \nu$, i.e., the set of edges induced by $\nu$. Additionally, let $l : E \rightarrow \mathbb{R}_{>0}$ be a vector such that $l_{i,j}$ corresponds the time between customers $i$ and $j$, for
$\{i, j\} : e \in E$. Hence, the corresponding travel time vector $t: V \times V \rightarrow \mathbb{R}_{\geq 0}$ is given by $t_{ij} = SP(i, j, E, l)$, where $SP(i, j, E, l)$ corresponds to the total travel time of the shortest-path between nodes $i,j \in V$ $i \neq j$
considering the edge set $E$ and the time vector $l$. Finally, and without loss of generality, there is one element
in $V$ that corresponds to the depot; such element will denoted by $p$.

Let us assume that we are given a partition of $V$ into a set $W$ of disjoint subsets (i.e., $V = \bigcup_{w \in W} w$ and
$\bigcap_{w \in W} w = \emptyset$). Elements from $W$ are regarded as basic units (BUs) and they correspond to street blocks or
any other convenient aggregation of customers according to urban or commercial criteria. Defining these BUs
in terms of their topology and their composition may play a crucial role in the quality of the obtained solutions
and in the performance of tailored algorithms for solving districting problems (further insights on this topic
are outlined in Section 4). These basic units must be connected, namely, i.e., the subnetwork induced by
$E(w)$ for every $w \in W$ corresponds to a connected component. In Figure 1b we display an example of how the
network in Figure 1a can be divided into six connected basic units. Considering these definitions, a district
corresponds to a collection of basic units; hence, a districting design, say $Q_p = \{q_1, \ldots, q_p\}$, corresponds
to a partition of $W$ into $p$ disjoint sets, i.e., $p$ districts. Let $Q_p$ the set of all possible $p$-partitions. Given
this definition, the $k$-th district $q_k$ is a set of $p_k$ basic units, $q_k = \{w_1^k, \ldots, w_i^k, \ldots, w_k^k\}$, each of them
corresponding to a set of (connected) customers. Figure 1c shows a solution with three districts for the
example network of six basic units shown in Figure 1b.

Let $\sigma$ be the service time per order, which we will consider identical regardless of the type of order.
Finally, let $\tau$ be the total service time before the express delivery deadline, i.e., only the orders handed over
before \( \tau \) are on-time.

Considering the notation and definitions, the OTLMDP can be defined as the problem of finding a \( p \)-partition of the set of customers, i.e., a set of \( p \) districts, so that the number of customers that are served on-time is maximized. We now present a formal mathematical programming formulation.

### 3.1 A mathematical programming formulation for the OTLMDP

We will now present a mathematical programming formulation for the OTLMDP. First, a districting design is said to be feasible if the corresponding \( p \)-partition \( Q_p \in Q_p \) is such that every set \( q_k \in Q_p \) is connected, i.e., the subnetwork induced by \( E(q_k) \) corresponds to a connected component. This means that the basic units that covered by district \( q_k \) (which yield connected subnetwork themselves), must also induce, altogether, a connected component. For a district \( q_k \in Q_p \), composed of \( p_k \) basic units, and a day \( d \in \Delta \), let \( V^d(q_k) = \bigcup_{t=1}^{p_k} (w_k^t \cap V^d) \) be the set of customers with orders to be handed over on day \( d \). Following these definitions, let \( \pi(V^d(q_k)) \), or simply \( \pi^d_k \), be a permutation (i.e., an ordered sequence) of the customers in the \( k \)-th district with orders to be handed over on day \( d \), and let \( \Pi^d_k \) be the set of all such permutations.

Suppose that customers in \( V^d(q_k) \) are served by a delivery person according to a permutation \( \pi^d_k \); and let \( h(\pi^d_k, t, c, \sigma, \tau) \), or simply \( h(\pi^d_k) \), be the service performance function, so that \( h(\pi^d_k) \) corresponds to the total number of orders that are delivered on-time if customers \( V^d(q_k) \) are served according to the route defined by the permutation \( \pi^d_k \). Evidently, function \( h(\cdot) \) depends on the permutation \( \pi^d_k \), the travel time vector \( t \), the volume of express orders \( c \), the service time \( \sigma \) and the deadline \( \tau \). Given this definition, let

\[
\hat{\pi}^d_k = \arg \max_{\pi^d_k \in \Pi^d_k} h(\pi^d_k) \quad ((\text{OTRP})-(k, d))
\]

be the best permutation for serving customers \( V^d(q_k) \), i.e., the permutation that induces the route where more orders can be delivered on-time. For a given set of customers, \( \hat{\pi}^d_k \) can be interpreted as a tour or routing plan. Hence, finding \( \hat{\pi}^d_k \) implies finding a route of an ad-hoc single-vehicle routing problem, where the objective function differs from the traditional distance-based measure. We have coined this problem as the On-time routing problem (OTRP). The objective function of the OTRP is not a standard total distance minimization function (see Toth and Vigo, 2002, for a fundamental reference on routing problems), but an orienteering-like objective function as the goal is to maximize the number of on-time deliveries (we refer the reader to Gunawan et al., 2016, for a recent review on orienteering problems). In §3.2 we provide further details and a mixed-integer programming (MIP) formulation for the OTRP.

Additionally, for a given district \( q_k \in Q_p \), let \( a(w_k^t) > 0 \) be the area of the \( t \)-th basic unit that constitute district \( q_k \), and let \( \rho(q_k) \) be the area of the circle that has the same perimeter as the territory induced by \( q_k \). In both cases, the area is measured in units such as square meters. Given these definitions, let \( f : q \rightarrow [0, 1] \)
be the compactness function, so that \( f(q_k) \), i.e., the compactness of the \( k \)-th district, is given by

\[
f(q_k) = \sum_{w_k^t \in q_k} \frac{a(u_k^t)}{\rho(q_k)},
\]  

(1)
i.e., the ratio between the actual area of the district and the area of its “ideal” compact shape, a circle, and the closer to 1 the value of \( f(\cdot) \) is, the more compact the corresponding district is considered. This compactness measure was first proposed by Cox (1927) and it is a common way of expressing compactness, specially when basic units are uniform as it is our case, as we will present later in this section (we refer the reader to Butsch, 2016, for a thorough review on different compactness measures in the context of territorial and districting design). In our setting, we will seek for districts whose compactness is at least \( \alpha \), with \( \alpha \in [0,1] \), which basically means to seek districts that ensure \( f(\cdot) \geq \alpha \).

Considering these definitions, the OTLMDP can be defined as the problem of finding a districting design, say \( Q^*_p \), such that the total number of express orders that are delivered on-time, from all districts and at all days, is maximum:

\[
\begin{align*}
\text{Objective function (OTLMDP.1)} & \quad z^* = \max \sum_{d \in \Delta} \sum_{q_k \in Q_p} h(\hat{x}_k^d) \\
\text{s.t. (OTLMDP.2)} & \quad f(q_k) \geq \alpha, \forall q_k \in Q_p \\
& \quad q_k \text{ induces a connected network, } \forall q_k \in Q_p \\
& \quad Q_p \in Q_p.
\end{align*}
\]

Objective function (OTLMDP.1) seeks for a districting design that maximizes the value of \( h(\hat{x}_k^d) \) across all districts and all days, i.e., a design that maximizes the number of express orders that are handed over on-time. Constraints (OTLMDP.2) ensure that the measure of compactness of the sought districts is at least \( \alpha \). Similarly, constraints (OTLMDP.3) ensure that each of the selected districts induces a connected network. Finally, constraint (OTLMDP.4) ensures that the districting plan is a \( p \)-partition of the set of all customer (i.e., every customer is assigned to exactly one district).

### 3.2 An MIP formulation for the OTRP

Let us assume that we have computed a \( p \)-partition \( Q_p \in Q_p \), such that every district \( q_k \in Q_p \), for \( k \in \{1, \ldots, p\} \), is connected. We will now present a mixed integer programming (MIP) formulation for solving the underlying ((OTRP)-(\( k,d \))) problem for any given district \( q_k \in Q_p \) and day \( d \in \Delta \).

First, let \( A(q_k) \) be the set of arcs obtained by computing the so-called extended network \( A(q_k) = \{(i,j),(j,i) | \forall i,j \mid i \neq j \in V^d(q_k)\} \). The corresponding travel time vector \( t^k : A(q_k) \to \mathbb{R}_{\geq 0} \) is given by \( t_{ij}^k = SP(i,j,E,1,q_k) \), where \( SP(i,j,E,1,q_k) \) corresponds to the travel time of the shortest-path between nodes \( i \) and \( j \) considering the edge set \( E(q_k) \) and vector \( 1 \). Given these definitions, let \( \delta^-(i) \subset A(q_k) \) and
\( \delta^+ (i) \subset A(q_k) \) be, respectively, the set of incoming and outgoing arcs to and from customer \( i \in V^d(q_k) \). Additionally, let \( r \in V^d(q_k) \) be the closest customer to the company’s depot \( \rho \) which, regardless of the route, will be the first customer served. Figure 2 displays an example of the delivery route obtained for a given day \( d \) under the above-mentioned circumstances. We can observe that the first served customer is \( r \) followed by the subset of customers that are served on-time (i.e., before the deadline encoded by \( \tau \)), marked by symbol \( \bullet \), and then by the customers that are not served on time, marked by symbol \( \otimes \). The figure also shows the customers with no demand for day \( d \), marked by symbol \( \ast \).

Let \( y \in \{0, 1\}^{|A(q_k)|} \) be a vector of binary variables such that \( y_{i,j} = 1 \) if arc \((i,j) \in A(q_k)\) is part of the last-mile route within district \( q_k \) on day \( d \in \Delta \), and \( y_{i,j} = 0 \), otherwise. Likewise, let \( z \in \{0, 1\}^{|V^d(q_k)|} \) be a vector of binary variables such that \( z_i = 1 \) if customer \( i \in V^d(q_k) \) is served on-time by the delivery service, and \( z_i = 0 \), otherwise. Finally, let \( u \in \mathbb{R}^{|V^d(q_k)|}_{\geq 0} \) be a vector of non-negative continuous variables such that \( u_i \) corresponds to the arrival time at demand node \( i \in V^d(q_k) \). Given these definitions, the OTRP embedded
into the \( k \)-district and for day \( d \), can be formulated as follows:

\[
(\text{OTRP})-(k,d) \quad \hat{x}^d_k = \arg \max \sum_{i \in V^d(q_k)} c_i z_i \quad (\text{OTRP.1})
\]

subject to

\[
\sum_{(i,j) \in \delta^-(j)} y_{ij} = 1, \quad \forall j \in V^d(q_k) \quad (\text{OTRP.2})
\]

\[
\sum_{(i,j) \in \delta^+(i)} y_{ij} = 1, \quad \forall i \in V^d(q_k) \quad (\text{OTRP.3})
\]

\[
u_i + \sigma c_i + t^k_{ij} \leq u_j + M_1(1 - y_{ij}), \quad \forall (i, j) \in \delta^-(j), \forall j \in V^d(q_k) \setminus \{r\} \quad (\text{OTRP.4})
\]

\[
u_r = 0 \quad (\text{OTRP.5})
\]

\[
u_i - \tau \leq M_2(1 - z_i), \quad \forall i \in V^d(q_k) \setminus \{r\} \quad (\text{OTRP.6})
\]

\[
y \in \{0, 1\}^{|A(q_k)|}, \quad z \in \{0, 1\}^{|V^d(q_k)|} \quad \text{and} \quad u \in \mathbb{R}^{|V^d(q_k)|} \quad (\text{OTRP.7})
\]

Objective function (OTRP.1) maximizes the number of orders that are handed over on-time. Hence, \( \hat{x}^d_k \) encodes the best last-mile delivery route for serving customers \( V^d(q_k) \). Constraints (OTRP.2) and (OTRP.3) ensure that every customer \( i \) in \( V^d(q_k) \) is visited exactly once within the delivery route. Constraints (OTRP.4) account for the value of the arrival time \( u_j \), for every customer \( j \in V^d(q_k) \setminus \{r\} \) (where \( M_1 \) is an big-\( M \) auxiliary parameter): if \( y_{ij} = 1 \), the arrival time to customer \( j \) should be equal to the arrival time to the previously visited customer (\( u_i \)), plus the service time on customer \( i \) (\( \sigma c_i \)), and the travel time from \( i \) to \( j \) (\( t^k_{ij} \)). Without loss of generality, constraint (OTRP.5) sets to 0 the arrival time to customer \( r \) (i.e., \( u_r = 0 \)). The activation of the \( z \) variables is defined by constraints (OTRP.6) (where \( M_2 \) is an additional big-\( M \) auxiliary parameter). These constraints state that if the arrival time at customer \( i \in V^d(q_k) \setminus \{r\} \) is greater than the time limit \( \tau \), then variable \( z_i \) should have a positive value. Since it is a binary variable, it should have a value of 1. Hence, variable \( z_i \) indicates if customer \( i \in V^d(q_k) \setminus \{r\} \) is served on time (\( z_i = 1 \)) or if a delayed delivery occurs (\( z_i = 0 \)). Finally, constraints (OTRP.7) set the nature of the decision variables. Note that formulation (OTRP.1)-(OTRP.7) shares similarities with the well-known Miller-Tucker-Zemlin formulations for routing problems (we refer the reader to Bektas and Gouveia, 2014; Desrochers and Laporte, 1991; Kara et al., 2004, for revisions and enhancements of this class of formulations).

Evidently, for a day \( d \), the performance of any district \( q_k \) is measured by comparing the corresponding value of \( h(\hat{x}^d_k) \) (i.e., the maximum number of order delivered on-time) according to the total number of orders to be delivered on day \( d \). As we will show in Section 5, we are particularly interested in measuring the performance of the districting design for the day with the largest number of orders, referred to as the critical day \( \delta \in \Delta \). The idea behind this procedure is that if a districting plan performs reasonably well for such a day, then it is likely to perform well for any other day. In the next section we present the details of the devised ad-hoc scheme for solving the OTLMDP and the OTRP part of the problem.
4 A heuristic approach for solving the OTLMDP

Given an instance of the problem, the proposed heuristic finds a districting design (a \( p \)-partition) \( Q_p = \{q_1, \ldots, q_k, \ldots, q_p\} \) and a routing plan for the critical day, \( \delta \in \Delta \), \( \pi^\delta = \{\pi_1^\delta, \ldots, \pi_k^\delta, \ldots, \pi_q^\delta\} \), where \( \pi_k^\delta \) is the permutation associated with the delivery route on the \( k \)-th district on day \( \delta \).

The algorithm is divided into three phases: a preprocessing phase on the input data that creates the basic units required by the solution procedure; a solution generation phase to build an initial feasible solution; and a local-search phase to improve the incumbent solution. The overall procedure is described in Algorithm 1.

**Algorithm 1:** main\_algorithm()

- **Input:** An instance to the problem.
- **Output:** \((Q_p^*, \pi^\delta^*)\): A districting design \( Q_p^* \) and a routing plan \( \pi^\delta^* \) for each district on day \( \delta \).

1. \( W \leftarrow \text{preprocessing}(V,E,(a,b),c,\lambda) \) //preprocessing phase
2. \((Q_p, \pi^\delta) \leftarrow \text{solution\_generation}(p,W,V,\alpha,c,t,\kappa) \) //solution generation phase
3. \((Q_p^*, \pi^\delta^*) \leftarrow \text{local\_search}(Q_p, \pi^\delta) \) //local search phase
4. return \((Q_p^*, \pi^\delta^*)\)

As shown in Algorithm 1, the \text{preprocessing()} phase defines a partition of \( V \) into a set \( W \) of BUs. The partition is performed according to their coordinates \((a,b)\) and their postal traffic encoded by vector \( c \). In particular, our algorithm defines BUs that result from tessellating the area of interest through regular hexagons; all hexagons that contain at least one demand node are candidates to be basic units. Hexagonal shapes were chosen because a hexagonal tessellation is the densest way to arrange circles in two dimensions. The honeycomb conjecture states that the hexagonal tessellation is the best way to divide a surface into the smallest total number of regions of equal area (Hales, 2001). Consequently, it should be easier to obtain compact shapes (compact districts) due to grouping hexagonal BUs. An additional motivation for grouping the demand nodes (customers) into polygons is to have areas instead of single points. They capture the topology of street blocks in urban areas and allow the method to easily incorporate new customers by allocating them to their corresponding BU. Figure 3 shows an example of such a tessellation (Figure 3a) and a possible district partition designed from such a geometrical composition (Figure 3b).

The tasks of the \text{preprocessing()} function are performed in three stages. In the first stage, a hexagonal tessellation or grid is defined, using a hexagon size \( \lambda \), to ensure that each customer location falls within one hexagon and that the corresponding set of customers induces a connected component. If connectivity is not fulfilled, then \( \lambda \) is increased, and the process is repeated until meeting this requirement. In Figure 4a, we show the result obtained when applying the first stage to the demand points of our case study. In the second stage, all hexagons that do not contain any customers are removed from the grid. The resulting tessellation is shown in Figure 4b, where gray hexagons correspond to those removed from the tessellation defined in the first stage. As shown in Figure 4b, after removing empty BUs, the resulting tessellation (light
blue hexagons) does not necessarily define a single connected component. There can be holes, which must be avoided because potential future customers could be neglected, and compactness could be compromised. Both issues are addressed in a third stage. A specially tailored routine heuristically adds as few (empty) BUs as possible to fill the tessellation and amend the mentioned issues. In Figure 4c, we show the tessellation obtained after applying this third stage. This figure also highlights the BU containing the depot node ρ by coloring it red.

After defining the set of BUs W, a solution is built by calling the solution_generation() function, outlined in Algorithm 2. This function takes as input the desired number p of territories, the set of BUs W, the set of customers V, the set of edges E, the demand matrix c, the distance vector l, and the number of solutions to generate κ. The solution_generation() function is a randomized procedure that returns the best feasible solution, (Q_p, π^δ), out of κ generated solutions. Hence, the value of κ can be tuned according to how much diversity is required and how much computational effort is allowed in this phase. Preliminary testing with the data showed that a value of κ = 5 was an adequate choice for the case under study.

The procedure to create each of the κ solutions is divided into three stages. The first stage creates p partial districts (lines 6 to 20 in Algorithm 2). The second stage completes these partial districts (lines 21 to 36), and the third stage builds the routes on the resulting districts considering only the critical day δ (lines 38 to 44).

The first stage begins by randomly selecting a BU, say s₁, from the set W^* = W (line 8). BU s₁ is regarded as a seed. BU s₁ is removed from set W^* (line 11; set W^* is used to store the set of unassigned BUs) and added both to the set of seeds S and to the partial district q₁ (lines 9 and 10). Afterwards, see line 13, function fill_district() is called, whose arguments are q₁, W^* and fill_threshold (in the case of the latter, its value is initially set to 0.2). This function moves elements from W^* to q₁ until the size of
the district reaches the fill_threshold. The size of a district $q_k'$, $\text{size}(q_k')$, is defined as the ratio between the weighted length of the district, given by $\sum_{i \in q_k'} c_it_{\rho i}'$ (i.e., the sum of distances of the customers to the depot $\rho$ weighted by the corresponding customer’s number of orders), and a proxy of the average length of all districts, i.e.,

$$
\text{size}(q_k') = \frac{\sum_{i \in q_k'} c_it_{\rho i}'}{\frac{1}{\rho} \sum_{j \in V \setminus \rho} c_j t_{\rho j}}.
$$

On the one hand, this measure captures the fact that the length of the route is determined by both, the number of orders and the distance to the depot. On the other hand, the value $\text{size}(q_k')$ approximates how balanced is the length of district $q_k'$ with respect to the ideal length $\frac{1}{\rho} \sum_{j \in V \setminus \rho} c_j t_{\rho j}$. Note that the output of the function fill_district() is a boolean value equal to TRUE if the district has any neighboring BU left in $W^*$ and FALSE otherwise. For the remaining districts, indexed by $k = \{2, \ldots, p\}$, an equivalent
process is applied (lines 14 to 20). At each iteration, the corresponding seed is selected with the function `maxmin_dispersion()`, that returns the BU $s_k$ in $W^*$ containing the node that has the maximum-minimum distance to the elements in $S$ (line 15). The BU $s_k$ is removed from $W^*$ (line 18) and added to $S$ and to $q_k$ (lines 16 and 17). Then, the function `fill_district()` is called as described before (line 19). At this point, the first stage is complete, and the algorithm has constructed $p$ partial districts and a set $W^*$ containing BUs that are still unassigned.

In the second stage (lines 21 to 36), the districts are gradually filled by increasing the value of `fill_threshold` and considering a random permutation at every iteration (line 24). Note that the gradual increase of the `fill_threshold` value avoids districts from blocking each other too soon. The filling process also ensures that no district should have a compactness measure lower than the compactness threshold $\alpha$ ($\text{compactness}(q_k) \leq \alpha$; line 29); if so, the current solution is discarded and the process restarts. The process finishes when no more BUs need to be assigned, i.e., all $k$ districts are generated.

After generating a districting plan that meets the compactness constraint, the third stage (lines 38 to 44) builds the delivery routes from depot $\rho$ to the customers of each territory considering the customers and the demand of the critical day (i.e., the day with the most demand). At each iteration, the ordered set $\pi^\delta_k$ stores the demand nodes of the $k$-th district, $V^\delta(q_k)$, in the order in which they are visited. An initial route is obtained by calling function `weighted_nearest_neighbor()` (line 41), which implements the well-known nearest-neighbor heuristic using as distance vector the travel time between nodes weighted by the number of orders of the destination node. This initial route is then improved by applying function `two_opt()` (line 42), which features the well-known 2-OPT heuristic for the TSP (see Croes, 1958, for a seminal work on this matter), and evaluates each move by determining if the number of on-time served customers improves. Afterwards, the number of on-time deliveries, $h(q_k)$, is computed with function `served_orders()` (line 43). Finally, in lines 45 to 47 the obtained solution is conveniently organized, and in lines 48 to 50 we attempt to update the best solution computed so far. In consequence, the output of the `solution_generation()` algorithm, the pair $(Q_p^{\text{best}}, \pi^\delta_{\text{best}})$, is the best solution out of $\kappa$ (randomly) generated solutions.

The `local_search()` algorithm receives the solution computed by the `solution_generation()` algorithm and refines it by iteratively exploring the space of feasible solutions through a (randomized and greedy) local search scheme. The local search is based on a best-first strategy with some flexibility to explore worse solutions; therefore, there is a distinction between the incumbent solution ($Q_p^*$) and the pivot solution ($Q_p$). The pivot solution is the one from which local moves are evaluated by exploring its neighbor solutions. The neighbors of the pivot solution are generated by selecting two adjacent districts, say $t_0$ and $t_1$, and creating two new (and better) districts from them by reorganizing their BUs. The designed exploration strategy first selects $t_0$, which corresponds to the district (from the input solution) with the least percentage of served customers to generate a neighbor solution (line 8 from Algorithm 3); $t_0$ is removed from the auxiliary set $P_0$ (line 9). Afterwards, in line 10, we define set $P_1$, which corresponds to the set of districts adjacent to $t_0$. 
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The iterative process encoded by the while-loop in lines 11 to 48 corresponds to the core of the exploration process. For a given district $t_0$, we find the adjacent district $t_1$ (from $P_1$) with the shortest route (line 12); both $t_0$ and $t_1$ are merged into the auxiliary set $W^*$ (line 14). The while-loop in lines 18 to 46 computes at most $n_s$ neighbor 2-partitions of set $W^*$, i.e., neighboring feasible districts $q'_0$ and $q'_1$, by applying the solution generation() algorithm (line 20), setting as input $p = 2$ (as only two districts must be generated), $W^*$ (the BUs of $t_0$ and $t_1$), $V(W^*)$ (the set of customers contained in $W^*$), $E(V(W^*))$ (the set of edges induced by $V(W^*)$), $\alpha$, $c$, $t$, and $\kappa = 1$ (as a single neighbor solution is sought at each iteration). Note that $n_s$ can be tuned to control the size of the neighborhood to be explored at each phase (according to preliminary testing, setting $n_s = 5$ provided an adequate balance between running time and exploration breadth). In Figure 5 we show examples of how neighbor solutions, from the solution shown in Figure 3b, are computed: the solutions in Figures 5a and 5b are obtained by rearranging the BUs of the original districts $q_1$ and $q_2$, while the solutions in Figures 5c and 5d are obtained by rearranging the BUs of the original districts $q_2$ and $q_3$.

Along with the neighboring feasible solution induced by $q'_0$ and $q'_1$, we also compute $h(q'_0, q'_1)$, the number of on-time deliveries, of the new districts (considering day $\delta$). Every time a neighbor solution is produced, three criteria are considered to decide if we move to this neighbor solution. The first criterion is to accept the move if the new number of on-time deliveries improves compared with the pivot solution ($h(t_0, t_1)$; lines 22 to 24). The second criterion considers that if the number of on-time deliveries is the same in the neighbor solution ($h(q'_0, q'_1) = h(t_0, t_1)$), but the balance between on-time deliveries between the two new districts improves, then the move is accepted (lines 25 to 27). The third criterion accepts a deterioration in the objective value if such move broadens the search space; i.e., we move to a worse solution if such move is allowed ($allow_wm = \text{TRUE}$) and the number of on-time deliveries plus a threshold value ($h(q'_0, q'_1) + \text{wm\_thresh}$) is not less than $h(t_0, t_1)$ (lines 28 to 31).

Once a move is accepted ($move = \text{TRUE}$), the pivot solution $Q_p$ is updated with the new arrangements of territories $t_0$ and $t_1$ (lines 34 to 38), and the sets $P_0$ and $P_1$ are emptied to repeat the process (lines 39 to 40). If no improvement is obtained after generating $n_s = 5$ neighbor solutions with the selected districts
t₀ and t₁ (i.e., \texttt{move =FALSE}), the while-loop in lines 11 to 47 is performed again; hence, a new adjacent district t₁ is retrieved from P₁, and the whole local-search process is carried out once more. Once all the elements in P₁ are tested without improvement, a new iteration of the while-loop in lines 7 to 48 is carried out and the next district in P₀ with the least percentage of on-time deliveries is selected as the new t₀; and set P₁ is updated accordingly.

After all the possible combinations of t₀ and t₁ are tested, the algorithm checks if the pivot solution Q_p is better than the incumbent Q_p^∗, i.e., if the total number of on-time deliveries improves (\(h(Q_p^*) < h(Q_p)\)), or if both values are the same (\(h(Q_p^*) = h(Q_p)\)) but the district with worst performance in Q_p is better than the worst one in Q_p^∗ (\(\min_{q \in Q_p} h(q) \leq \min_{q' \in Q_p^*} h(q')\)). If one of these conditions is fulfilled, the incumbent solution is updated (lines 47 to 50). The local-search process is repeated until the goal of serving 95% of the orders according to schedule is reached or \texttt{wm\_thresh} reaches a value of 80 (lines 53 to 55). The value of this later parameter, and of the rest of the parameters used throughout the algorithm, were determined by a set of sensibility analysis tests with the data obtained for the case study.

All of the functions that are used in \texttt{solution\_generation()} and \texttt{local\_search()} (Algorithms 2 and 3, respectively), are described in detail in Table 1.
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Algorithm 2: solution\_generation(p, W, V, E, α, c, t, κ)

Input: p, W, V, E, α, c, t, κ

Output: (Q^\text{best}_p, \pi^\text{best}_i): the best solution found out of κ randomly generated solutions

1. \( K \leftarrow \{1, 2, \ldots, p\} \)
2. \( (Q^\text{best}_p, \pi^\text{best}_i) \leftarrow (\emptyset, \emptyset) \)
3. for \( i \in \{1, 2, \ldots, κ\} \) do
4. \( \text{continue} \leftarrow \text{TRUE} \)
5. while \( \text{continue} = \text{TRUE} \) do
6. \( W^* \leftarrow W \)
7. \( \text{continue} \leftarrow \text{FALSE} \)
8. \( s_1 \leftarrow \text{random\_element}(W^*) \) // select seeds and fill territories to initial threshold
9. \( S \leftarrow \{s_1\} \)
10. \( q_1 \leftarrow \{s_1\} \)
11. \( W^* \leftarrow W^* \setminus \{s_1\} \)
12. \( \text{fill\_threshold} \leftarrow 0.2 \)
13. \( \text{status}_1 \leftarrow \text{fill\_district}(q_1, W^*, \text{fill\_threshold}) \)
14. for \( k \in \{2, \ldots, p\} \) do
15. \( s_k \leftarrow \text{max\_min\_dispersion}(S, W^*) \)
16. \( S \leftarrow S \cup \{s_k\} \)
17. \( q_k \leftarrow \{s_k\} \)
18. \( W^* \leftarrow W^* \setminus \{s_k\} \)
19. \( \text{status}_k \leftarrow \text{fill\_district}(q_k, W^*, \text{fill\_threshold}) \)
20. \( \text{end} \)
21. while \( W^* \neq \emptyset \) do
22. //assign remaining basic units to territories
23. \( \text{fill\_threshold} \leftarrow \text{fill\_threshold} + 0.2 \)
24. \( R \leftarrow \text{random\_permutation}(K) \)
25. for \( k \in R \) do
26. if \( \text{status}_k \) then
27. \( \text{status}_k \leftarrow \text{fill\_district}(q_k, W, \text{fill\_threshold}) \)
28. \( \text{end} \)
29. else if compactness(q_k) ≤ α then
30. //restart solution
31. \( \text{continue} \leftarrow \text{TRUE} \)
32. \( W^* \leftarrow \emptyset \)
33. \( \text{EXIT FOR LOOP} \)
34. \( \text{end} \)
35. \( \text{end} \)
36. \( \text{end} \)
37. for \( k \in K \) do
38. //build routes
39. \( \pi^k \leftarrow \text{ordered set of the nodes in } V^d(q_k) \)
40. \( \pi^k \leftarrow \text{weighted\_nearest\_neighbor}(\pi^k \cup r) \)
41. \( \pi^k \leftarrow \text{two\_opt}(\pi^k) \)
42. \( h(q_k) \leftarrow \text{served\_orders}(\pi^k) \)
43. \( \text{end} \)
44. \( Q^*_{\pi} \leftarrow \{q_1, \ldots, q_p\} \)
45. \( h^* \leftarrow \sum_{q \in Q^*_{\pi}} h(q) \)
46. \( \pi^{*, i} \leftarrow \{\pi^1, \ldots, \pi^p\} \)
47. if \((Q^*_{\pi^i}, \pi^{*, i})\) is better than \((Q^\text{best}_p, \pi^{*, \text{best}})\) then
48. \( (Q^\text{best}_p, \pi^{*, \text{best}}) \leftarrow (Q^*_{\pi^i}, \pi^{*, i}) \)
49. \( \text{end} \)
50. \( \text{return } (Q^\text{best}_p, \pi^{*, \text{best}}) \)
Algorithm 3: local_search($Q_p, \pi^\delta$)

Input: ($Q_p$, $\pi^\delta$)

Output: ($Q^*_p$, $\pi^\delta$): the final OTLMDP solution computed by our heuristic

1. $Q^*_p \leftarrow Q_p$ and $h(Q^*_p) \leftarrow \sum_{q \in Q_p} h(q)$ and
2. $\text{wm\_threshold} \leftarrow 0$
3. $\text{allow\_wm} \leftarrow \text{FALSE}$
4. $\text{continue\_js} \leftarrow \text{TRUE}$
5. while $\text{continue\_js} = \text{TRUE}$ do
   6. $P_0 \leftarrow Q_p$
   7. while $P_0 \neq \emptyset$ do
      8. $t_0 \leftarrow$ district with the least percentage of on-time served orders in $P_0$
      9. $P_0 \leftarrow P_0 \setminus t_0$
      10. $P_t \leftarrow$ neighboring districts of $t_0$
      11. while $P_t \neq \emptyset$ do
         12. $t_1 \leftarrow$ district with the shortest route length in $P_t$
         13. $P_t \leftarrow P_t \setminus t_1$
         14. $W^* \leftarrow t_0 \cup t_1$
         15. $h(t_0,t_1) \leftarrow h_{t_0} + h_{t_1}$
         16. $\text{continue\_js} \leftarrow \text{TRUE}$
         17. $\text{ns\_count} \leftarrow 0$
      18. while $\text{continue\_js} = \text{TRUE}$ do
         19. //creates two districts from the elements of $W^*$
         20. $(\{q_{0_1},q_{1_1}\},h(q_{0_1},q_{1_1})) \leftarrow \text{solution\_generation}(2,W^*,V(W^*),E(V(W^*)),\alpha,\kappa,\tau)$
         21. $\text{move} \leftarrow \text{FALSE}$
         22. if $h(t_0, t_1) < h(q_{0_1}, q_{1_1})$ then
            23. $\text{move} \leftarrow \text{TRUE}$
         24. end
         25. if $h(t_0, t_1) = h(q_{0_1}, q_{1_1})$ and $\min(h_{t_0}, h_{t_1}) < \min(h_{q_{0_1}}, h_{q_{1_1}})$ then
            26. $\text{move} \leftarrow \text{TRUE}$
         27. end
         28. if $\text{allow\_wm} = \text{TRUE}$ and $h(t_0, t_1) \leq h(q_{0_1}, q_{1_1}) + \text{wm\_thresh}$ then
            29. $\text{move} \leftarrow \text{TRUE}$
         30. end
         31. if $\text{move} = \text{TRUE}$ then
            32. //new pivot solution
            33. $\text{continue\_js} \leftarrow \text{FALSE}$
            34. $Q_p \leftarrow Q_p \cup \{q_{0_1}, q_{1_1}\} \setminus \{t_0, t_1\}$
            35. $h(Q_p) \leftarrow \sum_{q \in Q_p} h(q)$
            36. $P_t \leftarrow \emptyset$
            37. $P_0 \leftarrow \emptyset$
            38. end
         39. $\text{ns\_count} \leftarrow \text{ns\_count} + 1$
         40. if $\text{ns\_count} > 5$ then
            41. $\text{continue\_js} \leftarrow \text{FALSE}$
         42. end
      43. end
   44. end
   45. if $h(Q^*_p) < h(Q_p)$ or ($h(Q^*_p) = h(Q_p)$ and $\min_{q \in Q_p} h(q) \leq \min_{q' \in Q_p} h(q')$) then
      46. $Q^*_p \leftarrow Q_p$ and $h(Q^*_p) \leftarrow h(Q_p)$ //new incumbent solution
   47. end
   48. $\text{wm\_threshold} \leftarrow 0$
   49. $\text{allow\_wm} \leftarrow \text{TRUE}$
   50. $\text{wm\_threshold} \leftarrow \text{wm\_threshold} + 10$
   51. if $\text{wm\_threshold} \geq 80$ or $h(Q^*_p) \geq 0.95 \cdot \text{total\_orders}$ then
      52. $\text{continue\_js} \leftarrow \text{FALSE}$
   53. end
   54. end
   55. end
56. end
57. return ($Q^*_p, \pi^\delta$)
Table 1: Functions used in solution\_generation() and local\_search().

<table>
<thead>
<tr>
<th>Function</th>
<th>Input</th>
<th>Output</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>random_element()</td>
<td>A: a set of elements.</td>
<td>a: an element of the input set.</td>
<td>Selects an element from the input set according to a uniform distribution.</td>
</tr>
<tr>
<td>fill_district()</td>
<td>A: a set of BUs.</td>
<td>status: a boolean value.</td>
<td>In an iterative process, elements from B that are neighbors of elements in A are added to A. Every time an element is selected, it is added to A and removed from set B. The iterative process is repeated until the size of the district reaches the limit set by the variable threshold. The status variable is set to TRUE if there are still neighbors of A in set B at the end of the process, and FALSE otherwise.</td>
</tr>
<tr>
<td>max_min_dispersion()</td>
<td>A: a set of BUs.</td>
<td>b: an element from set B.</td>
<td>For every element in B it evaluates the minimum Euclidean distance from any element in A. It returns the element in B that has the maximum value for this minimum distance.</td>
</tr>
<tr>
<td>random_permutation()</td>
<td>A: a set of territory indices.</td>
<td>A*: an ordered set of elements in A.</td>
<td>It generates a random permutation of the elements in set A and stores it in the ordered set A*.</td>
</tr>
<tr>
<td>compactness()</td>
<td>A: a set of BUs*.</td>
<td>c: a float value</td>
<td>Computes the compactness of A according to (1).</td>
</tr>
<tr>
<td>weighted_nearest_neighbor()</td>
<td>A: an ordered set of demand nodes.</td>
<td>A*: an ordered set of demand nodes.</td>
<td>It builds a route with the elements of A from the depot node ρ and stored in A*. It uses a nearest neighbor heuristic in which the distance between two nodes is defined as the travel-time weighted by the number of orders in the destination node.</td>
</tr>
<tr>
<td>twop()</td>
<td>A: an ordered set of demand nodes.</td>
<td>A*: an ordered set of demand nodes.</td>
<td>It implements the 2-OPF heuristic to improve the route defined by A and the result is stored in A*. The criterion to accept a move is determined by being able to serve more orders.</td>
</tr>
<tr>
<td>served_orders()</td>
<td>A: an ordered set of demand nodes.</td>
<td>z: an integer value.</td>
<td>It evaluates the number of served orders in the route defined by the ordered set A.</td>
</tr>
<tr>
<td>min()</td>
<td>A: a set of float values.</td>
<td>a: an element of set A.</td>
<td>Selects the minimum value of set A and returns it in a.</td>
</tr>
<tr>
<td>max()</td>
<td>A: an ordered set of float values.</td>
<td>i: the index of an element of set A.</td>
<td>Selects the index of the maximum value of set A and returns it in a.</td>
</tr>
</tbody>
</table>
5 District (re)design for an express postal company: Results and discussion

5.1 Description of the case study

To validate the applicability of the proposed method and the quality of the solution provided by the method, we conducted experiments using instances derived from the real-life case study that originated this research. We implemented the procedure described in Section 4 in C++ and run all of the tests on a Intel Core i7-5500U CPU @ 2.40 computer with 8GB of RAM running Windows 10 operating system.

The area of the case study is the city of Antofagasta. Antofagasta is the fifth most populated city in Chile, with over 350,000 inhabitants and the capital of the mining region of Chile. The city is located in the northern part of the country, isolated from other inhabited areas and other major cities, and follows the Pacific coast, creating a strange city shape that spans over forty kilometers long but less than two kilometers wide in its widest point. Given its population and its significant contribution to the country’s economy and numerous emigrants, both from other areas of Chile and other countries, the city has an above-average demand for express courier and parcel services. Moreover, its shape hinders express delivery operations as the farthest points from the distribution center are located almost 30 kilometers apart and are linked by roads prone to traffic jams. Consequently, the city is considered as a good test-bed to check the ability of the method to find robust solutions to the problem at hand.

Table 2: Daily postal traffic information. For each day considered within the case study, number of customers and orders for express deliveries. The average value among the 19 days is also reported. *Day 8 corresponds to the critical day δ.

<table>
<thead>
<tr>
<th>Day</th>
<th>Customers</th>
<th>Orders</th>
<th>Day</th>
<th>Customers</th>
<th>Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>163</td>
<td>313</td>
<td>11</td>
<td>181</td>
<td>272</td>
</tr>
<tr>
<td>2</td>
<td>166</td>
<td>235</td>
<td>12</td>
<td>235</td>
<td>383</td>
</tr>
<tr>
<td>3</td>
<td>198</td>
<td>306</td>
<td>13</td>
<td>198</td>
<td>385</td>
</tr>
<tr>
<td>4</td>
<td>184</td>
<td>312</td>
<td>14</td>
<td>188</td>
<td>392</td>
</tr>
<tr>
<td>5</td>
<td>158</td>
<td>219</td>
<td>15</td>
<td>191</td>
<td>313</td>
</tr>
<tr>
<td>6</td>
<td>109</td>
<td>163</td>
<td>16</td>
<td>132</td>
<td>178</td>
</tr>
<tr>
<td>7</td>
<td>107</td>
<td>159</td>
<td>17</td>
<td>195</td>
<td>309</td>
</tr>
<tr>
<td>8*</td>
<td>340</td>
<td>722</td>
<td>18</td>
<td>131</td>
<td>251</td>
</tr>
<tr>
<td>9</td>
<td>198</td>
<td>385</td>
<td>19</td>
<td>215</td>
<td>355</td>
</tr>
<tr>
<td>10</td>
<td>173</td>
<td>258</td>
<td></td>
<td>Average</td>
<td>182.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>311.1</td>
<td></td>
</tr>
</tbody>
</table>

The company deploys its last-mile delivery efforts by dividing the city’s urban area into ten districts \( p = 10 \). This strategy respects long-term agreements made several years ago with the city council and the state-owned postal service company. The current on-time level of service is 88.8%, but this level of service falls below 75% on days with great demand. Hence, the current performance is significantly below the 95%
goal of on-time express deliveries. For the computational experiences, the company provided the postal traffic of 19 working days with the location and number of express deliveries associated with each day and customers. Table 2 provides the number of (nodes) and the number of express deliveries to perform within each of these 19 days. Note that the variation between the number of orders and the number of customers comes from many express deliveries requested by specific customers such as mining and retail companies. An analysis of Table 2 shows that the day identified as #8 is the busiest day, i.e., day $\delta$. Consequently, during the heuristic procedure, routes are evaluated according to the demand of day $\delta$.

During the first phase of the solution procedure described in Section 4, the city was divided into hexagons according to the hexagonal grid shown in Figure 4a. Each hexagon size was chosen such that at most fifteen customers (nodes) with demand in any of the considered days were contained within one hexagon. This level of granularity allowed us to run the heuristic within reasonable times. Additionally, the fill threshold and $\alpha$ were set to 0.2 and 0.1, respectively. We observed that such values were adequate to avoid blocking during the constructive part of the heuristic procedure for the instance under study. Finally, the algorithm was run ten separate times to validate its performance. The average running time of each execution of the algorithm was below one minute of CPU time (48.8 seconds). Section 5.2 provides an analysis of the quality of the results and sensitivity analysis concerning different demand levels.

### 5.2 Results and discussion

Table 3 reports the results of ten independent runs of the proposed procedure considering different numbers of districts $p$; in particular, we consider from $p = 8$ to 12 (recall that the company is, preliminary, constrained to set $p = 10$).

Table 3: Delivery operation performance, expressed by the average percentage of on-time express deliveries for the 19 days and for the critical day $\delta$, attained by ten independent tests (rows 1 to 10) and different number of districts (from $p = 8$ to $p = 12$).

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Performance for all days</th>
<th>Performance for day $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% of on-time express deliveries</td>
<td>% of on-time express deliveries</td>
</tr>
<tr>
<td>8</td>
<td>93.0 97.9 99.0 97.3 99.9</td>
<td>75.6 82.5 89.0 86.8 97.7</td>
</tr>
<tr>
<td>9</td>
<td>94.2 96.7 98.9 99.2 99.8</td>
<td>76.6 82.8 89.1 94.1 96.9</td>
</tr>
<tr>
<td>10</td>
<td>93.7 95.1 98.6 99.2 99.9</td>
<td>75.0 82.8 88.7 94.1 97.4</td>
</tr>
<tr>
<td>11</td>
<td>92.1 98.0 98.8 97.0 99.8</td>
<td>74.1 83.5 88.8 84.5 98.6</td>
</tr>
<tr>
<td>12</td>
<td>93.6 97.3 99.0 98.0 99.4</td>
<td>75.2 84.3 88.0 90.5 95.5</td>
</tr>
<tr>
<td>13</td>
<td>94.5 95.0 97.5 97.2 99.7</td>
<td>74.7 82.9 87.3 87.7 95.8</td>
</tr>
<tr>
<td>14</td>
<td>94.3 97.1 97.6 97.8 99.4</td>
<td>76.6 82.1 87.0 87.4 92.7</td>
</tr>
<tr>
<td>15</td>
<td>93.5 98.1 98.4 98.6 99.9</td>
<td>74.5 82.1 86.8 88.2 98.8</td>
</tr>
<tr>
<td>16</td>
<td>95.2 98.0 96.3 96.7 99.3</td>
<td>75.0 82.6 87.6 86.2 93.8</td>
</tr>
<tr>
<td>17</td>
<td>95.5 96.3 98.5 99.6 99.8</td>
<td>72.8 83.1 88.0 93.6 98.0</td>
</tr>
<tr>
<td>Average (%)</td>
<td>94.0 97.0 98.3 98.1 99.7</td>
<td>75.0 82.9 88.0 89.3 96.5</td>
</tr>
</tbody>
</table>
The columns “Performance for all days” correspond to the average percentage of on-time express deliveries within the 19 days, while the columns “Performance for day δ” correspond to the percentage of on-time express deliveries for the critical day δ. Let us consider the average performance on the 19 days. We observe that the results reported in the column corresponding to p = 10 show that our strategy defines a territorial design that improves the current one by 10% when considering the average percentage of on-time express deliveries (from 88.8% to 98.8%). Furthermore, it also ensures that, on average, the level of service is achieved (for all tests, we observe that the percentage of on-time express deliveries is above 95%). Additionally, if we consider p = 9, the reported results show that it is possible to achieve, on average, the desired level of service while simultaneously reducing the number of territories. Complementary, if we consider the performance for the critical day δ, we observe that for p = 10, the performance of the proposed design is below the expected service level (88.0%, in average); however, it is considerably better than the performance of the current districting design (below 75% on days with great demand). For the case of p = 9, we can observe that the performance associated with the critical day δ can be as low as 82.1% (tests No. 7 and 8), showing the risks of reducing the number of territories. Furthermore, when analyzing the results obtained for p = 11 and p = 12, we observe that although the average percentage of on-time express deliveries is nearly 100% (see values on columns “Performance for all days”), the performances for the critical day might still be below the desired service level. As a matter of fact, for p = 12, we can observe that the districting designs produced by tests No. 7 and 9 associate a percentage of on-time express deliveries below 95%.

For p = 10, among the ten independent runs, the best solution corresponds to the one associated with test No. 5 in Table 3; this solution is graphically depicted in Figure 6a. The customer locations are depicted as black dots, with the hexagons from each district being depicted in different colors. The visual representation shows that districts with a higher density of customers tend to be smaller and districts that are located further south; that is, further from the depot, located in the northern part of the city. Additionally, districts tend to divide the map either into territories that follow the city’s shape (such as district #5) or slice the city horizontally (such as district #10). These patterns are natural within the current districts as the shape encourages deliveries that follow easy to perform routes, either going north to south or east to west during delivery. Figure 6b offers a more detailed view of the city’s central area, where most customers are located.

Table 4 provides a more detailed analysis of the best-found solution with ten districts. In this table, we report the percentage of on-time deliveries per district and day of service. Given that the proposed method only considers the critical day within the heuristic, these results allow us to evaluate if such procedure affects the quality in the remaining days and detect if some districts perform significantly worse than others. The table reports a good performance among all days and routes. While district #6, one of the central districts, has worse performance metrics than the remaining districts, it is not consistently the worst district every day of service. Also, note that the designed districts enable a last-mile operation with an outstanding performance for most days. There are only a few cases where the performance is significantly low. If we
exclude critical day #8, there are only 4 cases in which the corresponding performance does not meet the expected level of service.

Furthermore, if we consider the total number of orders, it is only for the critical day that our design does not achieve the required service level. These results are quite promising as they improve the performance of the current design of the courier. Moreover, due to their consistency, they allow the last-mile manager to focus on more specific aspects of the decision-making setting to improve their operation. They look at, on a particular district (for instance, district #6) or a particular type of day (for instance, those days that might be circumstantially similar to the critical day #8 and, therefore, might also associate higher levels of demand).

Finally, to measure the robustness of the proposed districting design (and likely) change in the number of
Table 4: Delivery operation performance induced by the best found solution for $p = 10$. For each day within the case study (rows) the average percentage of on-time deliveries among all districts (column “Total (%)”) and each territory (columns “1” to “10”) are reported. The average among the 19 days is also reported (row “Average (%)”).

<table>
<thead>
<tr>
<th>Day</th>
<th>District</th>
<th>% of on-time express deliveries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>2</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>3</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>4</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>5</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>6</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>7</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>8</td>
<td>1 84.9</td>
<td>68.0 97.0 89.0 79.0 73.0 93.0 92.0 81.0 98.0</td>
</tr>
<tr>
<td>9</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>10</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>11</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>12</td>
<td>1 98.2</td>
<td>100.0 100.0 100.0 97.0 100.0 89.0 100.0 100.0 100.0</td>
</tr>
<tr>
<td>13</td>
<td>1 95.6</td>
<td>100.0 100.0 100.0 77.0 100.0 100.0 100.0 100.0 100.0</td>
</tr>
<tr>
<td>14</td>
<td>1 96.7</td>
<td>100.0 100.0 100.0 100.0 84.0 100.0 100.0 96.0 100.0</td>
</tr>
<tr>
<td>15</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>16</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>17</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>18</td>
<td>1 100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>19</td>
<td>1 97.5</td>
<td>100.0 100.0 100.0 86.0 100.0 95.0 100.0 100.0 100.0</td>
</tr>
</tbody>
</table>

Average (%) 98.6 98.3 100.0 99.8 97.3 98.9 96.9 99.6 99.6 98.8 99.9

express deliveries, we carried out a sensitivity analysis considering different levels of demand. We evaluated the performance of the districting design on synthetically generated instances, which were created by considering different levels of demand (measured by the No. of express orders). In other words, the proposed algorithm was used for solving only the underlying instances of the last-mile delivery problem (i.e., the OTRP), as the districting design is fixed. These additional instances were created according to the following two-step procedure:

- First, we set the number of customers of the day. Since the average number of orders is close to 300 orders per day, we consider an increasing number of orders from 300 to 500 in increments of 25. We stopped at 500 orders as it was clear that serving at least 95% of the orders on time could not be met with ten districts. A larger number of districts would be required to deal with such a demand, resulting in the results being reported in Table 3 for the day with maximum demand $\delta$.

- Second, we pool the customers of the 19 days in the case study with their corresponding number of
orders. Then, we randomly select customers and the number of orders, following a non-replacement strategy, until the number of orders is reached.

Note that demand points that appear on different days are added to the pool as separate entities. However, once a customer is chosen, it is removed from the pool. All other demand nodes with the same coordinates (with different service days) are also removed. For each number of orders, and to ensure consistency of the obtained results, we build ten synthetic days. In total, 90 additional instances resulted from this process.

Table 5: Sensitivity analysis of the delivery operation performance for different levels of demand ranging from 300 to 500 orders (column “No. orders”), we report the average percentage of on-time deliveries among all districts (column “Average (%)”), and the percentage of on-time deliveries among corresponding to each district (columns “1” to “10”).

<table>
<thead>
<tr>
<th>No. orders</th>
<th>District 1</th>
<th>District 2</th>
<th>District 3</th>
<th>District 4</th>
<th>District 5</th>
<th>District 6</th>
<th>District 7</th>
<th>District 8</th>
<th>District 9</th>
<th>District 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>99.9</td>
<td>99.7</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.8</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>325</td>
<td>99.2</td>
<td>98.8</td>
<td>100.0</td>
<td>99.5</td>
<td>100.0</td>
<td>100.0</td>
<td>96.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>350</td>
<td>99.2</td>
<td>98.3</td>
<td>100.0</td>
<td>100.0</td>
<td>99.7</td>
<td>100.0</td>
<td>98.3</td>
<td>98.7</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>375</td>
<td>98.7</td>
<td>98.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.3</td>
<td>99.6</td>
<td>94.7</td>
<td>100.0</td>
<td>100.0</td>
<td>99.0</td>
</tr>
<tr>
<td>400</td>
<td>97.6</td>
<td>95.3</td>
<td>100.0</td>
<td>98.3</td>
<td>96.9</td>
<td>98.9</td>
<td>93.3</td>
<td>100.0</td>
<td>100.0</td>
<td>99.8</td>
</tr>
<tr>
<td>425</td>
<td>96.7</td>
<td>96.8</td>
<td>100.0</td>
<td>99.3</td>
<td>99.0</td>
<td>100.0</td>
<td>85.2</td>
<td>98.2</td>
<td>100.0</td>
<td>98.3</td>
</tr>
<tr>
<td>450</td>
<td>93.0</td>
<td>88.0</td>
<td>100.0</td>
<td>99.2</td>
<td>93.3</td>
<td>100.0</td>
<td>83.0</td>
<td>100.0</td>
<td>98.9</td>
<td>91.7</td>
</tr>
<tr>
<td>475</td>
<td>89.9</td>
<td>84.1</td>
<td>100.0</td>
<td>98.6</td>
<td>91.2</td>
<td>97.1</td>
<td>73.5</td>
<td>100.0</td>
<td>96.1</td>
<td>87.0</td>
</tr>
<tr>
<td>500</td>
<td>91.6</td>
<td>85.8</td>
<td>100.0</td>
<td>98.8</td>
<td>88.2</td>
<td>96.6</td>
<td>83.0</td>
<td>97.3</td>
<td>100.0</td>
<td>87.1</td>
</tr>
</tbody>
</table>

In Table 5, we report the (average) results obtained when solving the underlying last-mile delivery problem on each district and for different demand levels (recall that ten instances were generated for each value of the No. of orders). The obtained results show that the proposed districting design can perform according to the expected 95% on-time target even if the average number of orders is as high as 425 (which is 33% higher than its current level). Even if the demand increases to an average of 500 orders per day, our districting design ensures the expected service level in 5 out of 10 districts, with a minimum value of 83.0% among those below the on-time target. Furthermore, for such a level of demand, the average percentage of on-time express deliveries is 91.6%, which is better than the current performance of the courier (88.8% of on-time express deliveries). It is worth mentioning that the performance reported when considering an average of 325 orders (99.2% of on-time deliveries) is similar to the performance featured by the same districting design on the original input demand data (98.6% of on-time deliveries, see Table 4).

The results reported in Table 5 show the capacity of the proposed methodology for effectively providing districting designs capable of enduring future changes in the demand. Such a feature is attractive for the company, the customers, and mail carriers or contractors who seek certainty and stability for districts that they are committed to delivering.
6 Conclusions and future work

The irruption of the COVID-19 pandemic and the different sanitary measures adopted by several countries have increased the volume of postal traffic and modified customers' habits, stressing the supply chain and decreasing the service level of postal operators. Considering this context, in this work, we have addressed a new districting design problem arising in last-mile postal supply chain operations. Hence, instead of traditional dispersion or routing costs metrics, the addressed problem considers a customer-satisfaction criterion in the objective function. We have provided a mathematical formulation for this problem and designed a three-phase heuristic algorithm for finding feasible solutions. The construction phase of the heuristic is itself a three-phase procedure where \( p \) partial districts are first created, then the districts are completed by assigning the remaining basic units, and finally, routes are built within each district. The procedure is enhanced using a randomization scheme to provide further diversification. The local search stage attempts to improve the solution by exploring the space of feasible solutions through a randomized and greedy scheme. To this end, we propose a novel neighbor topology that intelligently exploits the particular structure of this problem.

The proposed framework was applied to a case study from a Chilean postal operator. The obtained results show that the proposed approach is capable of defining a districting design that, considering the whole urban area, improves the performance of the current design by allowing 98.8% of on-time express deliveries (compared to the 88.8% of the current design), achieving the 95.0% target for on-time express deliveries. Furthermore, it also ensures that this service level target is achieved in each district (as no district exhibits, on average, a performance lower than 96.6%).

Given the uncertainty and variability of the demand, a sensitivity analysis is conducted to assess the performance of the proposed solution for higher levels of demand. The obtained results show that the proposed districting design can endure a significant rise in the demand in the forthcoming future (up to a 40% increase) while still ensuring the 95.0% target for on-time express deliveries. This feature of the provided solutions is attractive for the company and the clients and for mail carriers or contractors who seek certainty and stability regarding the districts they are committed to delivering.

One direction for future work is a better characterization of how routing decisions are made and evaluated. Another line of work is the study on how future demand growths are integrated within the decision stage and how incentives are designed to align the goals of the outsourced companies responsible for delivery within each district to the company’s overall strategy. Territories are held strict even if collaboration among outsourcing companies responsible for adjacent territories may lead to an overall increase of the performance indicators. The latter point involves changes on the current organization that go beyond the scope of this work. However, such changes may lead to significant improvements and new districting problems that consider the need to adapt territories when the workload is greater than the expected one. Finally, from a
methodological perspective, it could be worth investigating how the designed algorithm's components can be complemented with other metaheuristic frameworks enhancing even further the solution quality.
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