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mixtos en ĺıneas de montaje
Jaime Cano Belmán a Roger Z. Ŕıos Mercado b Joaqúın Bautista Valhondo c

Resumen— Se presenta una hiperheuŕıstica para
el problema de secuenciación de modelos mixtos en
ĺıneas de montaje. El criterio de secuenciación es la
minimización de la sobrecarga producida en las esta-
ciones de la ĺınea de montaje debido a las diferentes
cantidades de trabajo necesarias para procesar dife-
rentes versiones de los productos. Secuencias largas
de productos ricos en contenido de trabajo pueden
producir sobrecarga cuando en las estaciones no se
tiene la capacidad de terminar los trabajos en el es-
pacio temporal destinado para ello. El nivel superior
de la hiperheuŕıstica esta basado en la metodoloǵıa de
búsqueda dispersa (SS), mientras que el nivel inferior
trabaja con combinación de reglas de prioridad. Se
proponen dos esquemas generales de la hiperheuŕısti-
ca y se prueban diferentes niveles de mejoramiento.
Los resultados experimentales muestran que mejoras
locales en las secuencias del conjunto de referencia
final o pequeñas mejoras en las secuencias obtenidas
por combinación de reglas producen buenas solucio-
nes.

Palabras clave— secuenciación, reglas de prioridad,
búsqueda dispersa, justo a tiempo, hiperheuŕıstica

I. Introducción

En los sistemas de gestión de producción tipo
arrastre (pull), concretamente, dentro del marco de
la filosof́ıa de producción justo a tiempo (JIT por sus
siglas en inglés), la secuenciación de operaciones se
convierte en el aspecto fundamental del sistema [1].
Las ĺıneas de montaje de productos mixtos (MMAL)
permiten manufacturar productos con muchas y pe-
queñas variantes, evitando inventarios y tiempos de
preparación importantes. Este tipo de ĺıneas se usa
por ejemplo en el montaje de automóviles. La se-
cuenciación de los productos es una decisión impor-
tante para el uso eficiente de las ĺıneas de montaje.
La situación se puede caracterizar como un problema
de ordenación con objetivos representables mediante
alguna medida de eficiencia. En la literatura se pue-
den encontrar diferentes objetivos de secuenciación.
El objetivo depende de las poĺıticas administrativas
de la compañ́ıa y de las restricciones impuestas por
el sistema ([2], [3]).

Uno de los criterios que menciona Monden [4] co-
mo objetivo de secuenciación en un entorno JIT es
nivelar la carga de trabajo en cada proceso en las
ĺıneas de trabajo de productos mixtos. En este tra-
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bajo el criterio de secuenciación es la minimización
de la sobrecarga. La sobrecarga puede entenderse co-
mo el trabajo que no puede ser completado dentro
de una estación cerrada debido a que el tiempo de
proceso de la unidad en curso es más grande que el
tiempo disponible [5]. Al haber diferentes modelos de
un mismo producto que deben ser ensamblados en la
misma ĺınea, algunos tendrán un tiempo de proceso
mayor que el tiempo de ciclo en las estaciones de
la ĺınea de montaje. Si se introducen consecutiva-
mente productos con tiempos de proceso mayores al
tiempo de ciclo, llegará un momento en que no se
tenga tiempo suficiente en la estación para terminar
el trabajo sobre alguno de estos productos y el tra-
bajo quedará incompleto cuando el producto salga
de la estación.

Este trabajo que excede la capacidad o disponibi-
lidad de trabajo en las estaciones recibe entre otros
nombres, el de sobrecarga (work overload [5], [6]),
trabajo perdido o pendiente (remaining work, [7])
o trabajo utilitario (utility work, [8]). Cuando la fi-
losof́ıa de gestión de la empresa obliga a terminar
el trabajo dentro de las estaciones sin recibir ayu-
da extra se usa el término: paro de ĺınea (conveyor
stoppage, [9]), ya que los trabajadores tienen la po-
sibilidad de detener el avance de la ĺınea para poder
terminar el trabajo sobre los productos dentro de la
estación. En el presente trabajo se adopta el concep-
to de sobrecarga usado en [5] y [6].

Para resolver este problema NP-duro [5] se han
propuesto procedimientos exactos basados en rami-
ficación y acotamiento [10] o programación dinámi-
ca [5]. Sin embargo, los procedimientos exactos son
eficientes sólo para intancias pequeñas o que consi-
deran una única estación o productos opcionales. Se
han propuestos procedimientos heuŕısticos prospec-
tivos [11], voraces [5] y procedimientos basados en
reglas de espacios [12] para versiones diferentes del
problema. En la literatura pueden encontrarse pro-
cedimientos que consideran múltiples objetivos [3],
y enfoques metaheuŕısticos [13], h́ıbridos multiobje-
tivo [14] y basados en enumeración impĺıcita parcial
(beam search) [15]. Una revisión reciente de la lite-
ratura relacionada con el problema de secuenciación
puede encontrarse en Boysen, Fliedner y Scholl [16].

En el presente trabajo se propone el uso de reglas
de prioridad dentro de un esquema mayor. Las reglas
de prioridad son un elemento común en procedimien-
tos heuŕısticos para problemas de secuenciación. Un
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algoritmo heuŕıstico ofrece mejores soluciones cuan-
to mayor son los aspectos que combina la regla. Las
reglas de prioridad se usan para establecer una lista
ordenada de productos candidatos a ser secuenciados
en cada etapa de decisión.

El esquema mayor dentro del cual se usan las re-
glas de prioridad esta basado en la metodoloǵıa de
búsqueda dispersa [17]. El esquema t́ıpico de esta
metodoloǵıa poblacional considera un método ge-
nerador de diversidad, un método de mejora, un
método para actualizar el conjunto de referencia, un
método generador de subconjuntos y un método de
combinación. Como se explica más adelante, el pro-
cedimiento propuesto aqúı difiere del original en al-
gunos aspectos. El principal de ellos radica en que el
conjunto de referencia contiene cadenas de reglas de
prioridad en lugar de soluciones al problema.

Enfoques hiperheuŕısticos con búsqueda dispersa
como esquema mayor ya han sido aplicados a probe-
mas de balanceo de ĺıneas [18], [19] con buenos re-
sultados. Otras propuestas hiperheuŕısticas pueden
encontrarse en [20] para problemas de horarios o en
[21] para problemas de empaquetamiento.

Este trabajo está organizado de la siguiente ma-
nera: en la Sección II se describen las caracteŕısticas
del sistema productivo y se da una formulación del
problema, la Sección III describe los detalles del pro-
cedimiento constructivo por combinación de reglas,
mientras que en la Sección IV se describe el esquema
general de búsqueda dispersa aqúı propuesto. Los re-
sultados computacionales se muestran en la Sección
V y las conclusiones del trabajo en la Sección VI.

II. Descripción y formulación del problema

El problema se estudia asumiendo las siguientes
caracteŕısticas y poĺıticas del sistema productivo: ve-
locidad constante del transportador, estaciones ce-
rradas, tiempos de proceso deterministas, introduc-
ción de productos en la ĺınea a intervalos de tiempo
constantes, dos operadores trabajan simultáneamen-
te en cada estación y realizan su trabajo tan pronto
como sea posible. Al tiempo que transcurre entre
dos lanzamientos consecutivos se le denomina tiem-
po de ciclo (c). Existen cargas de trabajo expresa-
das en unidades de tiempo de proceso pik para cada
producto i (i = 1, . . . , I) en cada estación k de la
ĺınea (k = 1, . . . ,K). La longitud de las estaciones
Lk también es expresada en unidades de tiempo. Se
incurre en sobrecarga w cuando no es posible ter-
minar el trabajo sobre algún producto dentro de los
ĺımites de alguna estación. Una solución factible para
el problema está dada por una secuencia de longitud
T que contiene las unidades demandadas ni de cada
producto i, de tal manera que T =

∑I
i=1 ni. Una

solución óptima será aquella que minimice la suma
de las sobrecargas producida en todas las estaciones.

Sea Π la colección de permutaciones de T objetos
de los cuales ni son de tipo i, el problema consiste
en encontrar una permutación π = (π1, π2, . . . , πT )

que minimiza el valor asociado de sobrecarga (1) y
satisface las restricciones de dezplazamiento (2).

Minimizar
π∈Π

w(π) =
∑K

k=1

∑T

t=1
wk,πt

(1)

Sujeto a:

π ∈ F = {π : sk,πt
+ pk,πt

− wk,πt
− c ≤ sk,πt+1 ,

sk,πt
+ pk,πt

− wk,πt
≤ Lk}

k = 1, . . . ,K; t = 2, . . . , T (2)

Donde las variables sk,πt and wk,πt representan
la posición del trabajador en la estación k al ini-
ciar el trabajo sobre el producto en la posición πt
de la permutación, y la sobrecarga producida en la
estación k después de haber terminado el trabajo so-
bre el producto en la posición πt, respectivamente.
Dichas variables se pueden obtener recursivamente
según las expresiones (3) y (4). En general se asume
que sk,π1 = 0.

sk,πt
(π) = máx{mı́n{sk,πt−1 + pk,πt−1 , Lk} − c, 0}}

t = 2, ..., T (3)

wk,πt(π) = máx{sk,πt + pk,πt − Lk, 0}
t = 1, ..., T (4)

III. Construcción de soluciones con reglas
prioridad

En un intento por aprovechar las ventajas que pue-
den obtenerse del conocimiento del problema me-
diante el uso de reglas de prioridad dentro de un es-
quema mayor, se propone una hiperheuŕıstica. Una
hiperheuŕıstica puede verse como una heuŕıstica que
selecciona otras heuŕısticas para resolver un proble-
ma. Las estrategias de combinación de reglas se ba-
san en que la información sobre el interés de las posi-
bles alternativas se guardan de distinta manera por
las diferentes reglas y de que esa información puede
aprovecharse mediante mecanismos de combinación.

En el nivel bajo, la hiperheuŕıstica se apoya en
un procedimiento constructivo por combinación de
reglas (PCCR). Dada una cadena de reglas C =
(r1, r2, . . . , rT ) (r ∈ R), el PCCR obtiene una se-
cuencia de productos (solución) equivalente S =
(s1, s2, . . . , sT ). En cada etapa t, el procedimiento
selecciona el producto i que mejor satisface la cade-
na r y lo asigna en la posición actual de la solución.
El pseudocódigo del procedimiento se muestra en la
Figura 1.

En este trabajo se usan 20 reglas de prioridad
(|R| = 20). Las reglas consideran aspectos como
tiempos de procesamiento, la demanda pendiente, la
diferencia absoluta entre el tiempo de proceso de ca-
da producto en cada estación y el tiempo de ciclo, los
desplazamientos de los trabajadores, la estación cue-
llo de botella, la sobrecarga, el tiempo improductivo
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PCCR (C, ni)
0 S = ∅, di = ni;
1 para (t = 1 hasta T ) hacer
2 st ← i∗ ∈ rt;
3 actualizar di∗ ;
4 fin para
5 devolver(S);

Fig. 1. PCCR

y la regularidad en la producción y en la sobrecarga.
Los detalles de las reglas se muestran en el Apéndice.
Una vez que se obtiene una solución S su correspon-
diente valor de sobrecarga se puede evaluar según las
expresiones (3) y (4).

IV. Hiperheuŕıstica

El nivel superior de la hiperheuŕıstica que aqúı se
propone (HH) se basa en la búsqueda dispersa (SS).
Dicha metoloǵıa opera sobre el llamado conjunto de
referencia (RS) en el que se almacenan buenas solu-
ciones encontradas a lo largo de la búsqueda. Bue-
nas soluciones se refiere a soluciones de alta calidad
y a soluciones diversas. T́ıpicamente SS funciona co-
mo sigue: se generan soluciones diversas mediante
un método generador de diversidad. Estas solucio-
nes pueden ser mejoradas mediante el método de
mejora. Mediante un método de combinación se ob-
tienen nuevas soluciones combinando las existentes
en el RS a las que también se les puede aplicar un
procedimiento de mejora. Las parejas a combinar se
seleccionan mediante el método generador de sub-
conjuntos. En cada etapa del proceso se actualiza el
RS con el método de actualización, guardando aśı las
mejores soluciones.

Fig. 2. Conjunto de referencia de 3 partes

En HH el RS difiere de uno normal en que el nues-
tro contiene cadenas de reglas de prioridad. Diferen-
ciamos dos tipos de RS: RS1 y RS2. El RS1 esta
compuesto por dos partes (tiers): un subconjunto
dinámico (RSd) y uno estático (RSs). RSd es actua-
lizado en cada iteración. Al iniciar el procedimiento
las reglas del RSd son determinadas de manera alea-

toria. RSs permanece fijo a lo largo de la búsqueda.
Cada cadena j del subconjunto RSs contiene uni-
camente la regla r (j = r). Con ello se asegura que
todas las reglas se siguen tomando en cuenta a lo lar-
go del proceso aunque no produzcan buenas solucio-
nes, ya que pueden ayudar a diversificar la búsqueda.
Ambos subconjuntos del RS guardan tantas cade-
nas de prioridad como |R|. El RS2 está conformado
además por un tercer subconjunto que almacena ca-
denas diversas (RSD). Si se usa el RS1 es necesario
aplicar una fase de diversificación expĺıcita, mientras
que si se usa el RS2 esta fase ya está impĺıcita en el
método de combinación. En HH no se usa un método
generador de diversidad tal cual como se concibe en
la metodoloǵıa de SS. Por lo anterior, diferenciamos
dos procedimientos HH1 y HH2 que corresponden al
RS1 y RS2 respectivamente. La Figura 2 muestra
un RS con tres subconjuntos. El esquema HH1 co-
rrespondiente al RS1 se muestra en al Figura 3, y el
esquema HH2 del RS2 se muestra en al Figura 4.

Fig. 3. Esquema HH1 para RS1

En la fase inicial del procedimiento se crea el RS
con cadenas de reglas de prioridad. En HH el conjun-
to de referencia inicial se crea seleccionando aleato-
riamente las reglas para conformarlo. Una vez crea-
do el RS se calcula la matriz de frecuencias Fr, y
se actualiza en cada iteración del procedimiento. La
matriz de frecuencias Fr es un elemento importan-
te, ya que contiene información sobre la frecuencia
de aparición de las reglas de prioridad en las cadenas
del RS.

El siguiente paso es la combinación de las cade-
nas del RS. La combinación se realiza considerando
la información contenida en la matriz de frecuencias
Fr. Al conjunto de cadenas generadas se le denomi-
na pool. La regeneración del conjunto de referencia
es el siguiente paso. En la regeneración se seleccio-
na un conjunto de cadenas buenas, considerando las
cadenas existentes en el RS y en el pool. Ese grupo
de cadenas buenas se introducen en el RS, lo cual
mejorará su estado hasta que después de varias ite-
raciones no mejore más. Entonces se procede a la
diversificación, la cual también se realiza en función
de la matriz de frecuencias. En el esquema de HH2
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Fig. 4. Esquema HH2 para RS2

(Figura 4) no se considera una fase de diversificación
expĺıcita ya que el RS contiene cadenas diversas. Los
detalles de cada paso se presentan en las secciones
siguientes.

A. Método de combinación

Con el método de combinación de cadenas po-
demos producir otras nuevas que mantienen carac-
teŕısticas de las anteriores. El método de combina-
ción se basa en la matriz de frecuencias Fr(r, t). Esta
matriz de frecuencias de dimensiones (|R|, T ) contie-
ne el número de veces que la regla r ha aparecido en
la posición t de las cadenas de reglas contenidas en
el RS. Por ejemplo, Fr(3, 8) = 15 indica que la regla
r = 3 ha aparecido 15 veces en la posición t = 8 de
las cadenas del RS.

Ctk =


Ctp si Ctp = Ctq
Ctp si Fr(Ctp, t) ≥ Fr(Ctq, t)
Ctq de otro modo

(5)

Aśı, dadas dos cadenas Cq = (r1
q , r

2
q , . . . , r

T
q ) y

Cp = (r1
p, r

2
p, . . . , r

T
p ), la regla que contendrá la nueva

cadena Ck en la posición t está determinada según
la expresión (5).

Dado que el RS contiene cadenas que han pro-
ducido buenas soluciones y que Fr se actualiza en
cada iteración según la información del RS, el méto-
do de combinación debeŕıa guiar la búsqueda a me-
jores soluciones. Usando la misma idea, cuando se
usa el RS1, se pueden aprovecher las reglas que han
aparecido con menor frecuencia para diversificar la
búsqueda. Todas las cadenas obtenidas con el méto-
do de combinación debe ser sometidas al PCCR pa-
ra obtener la secuencia de productos equivalente y
su correspondiente valor de sobrecarga, todo lo cual
se guarda en el llamado pool.

B. Método de mejora

Se aplica un método de mejora por reinserción de
segmentos [22]. Dada una solución S, su vecindario

N(S) es el conjunto de todas las soluciones alcanza-
bles desde S realizando un movimiento move. Este
move consiste en seleccionar un segmento de seg ele-
mentos consecutivos de S, extraerlo de su posición
original e insertarlo en una posición diferente (Figu-
ra 5).

Fig. 5. Mejora por reinsercion de segmentos

Dado T y un segmento de longitud seg, todos los
posibles movimientos son |N(S)| = (T −seg)2. Cada
vez que un vecindario es explorado, se selecciona un
tamaño de segmento 1 ≤ seg ≤ 15. Para instancias
pequeñas con T ≤ 15, el valor máximo permitido es
de 8. La selección del tamaño de seg se realiza proba-
biĺısticamente, donde aquellos tamaños de segmento
que han producido mayor número de mejoras, tienen
mayor probabilidad de ser seleccionados. En HH el
procedimiento de mejora puede ser aplicado en las
secuencias del RS o del pool. En función del grado
de calidad que se desea puede variarse el grado de
profundidad de mejora, principalmente si se aplica
la mejora en las secuencias del pool. En HH la com-
binación de dos cadenas de reglas (del RS) produce
una nueva cadena. Dado |R| = 20 reglas y el esque-
ma HH1, el tamaño del pool = (2 · |R|)!/2! ·38! = 780
cadenas. Después de evaluar las cadenas del pool, se
consideran aquellas cadenas con mejores valores de
sobrecarga para actualizar el RSd. A este proceso se
le llama actualización o regeneración del RS.

C. Actualización del conjunto de referencia

Una vez que se han realizado todas las combina-
ciones de cadenas por pares y se tienen todas las ca-
denas descendientes se realiza la actualización o re-
generación del RS, esto es, se consideran las cadenas
de reglas del pool con mejores valores de sobrecarga
para ser incorporadas en la parte operativa del con-
junto de referencia (RSd). Espećıficamente, las |R|/2
peores cadenas del RS son sustituidas por las |R|/2
mejores del pool. Estas mejores cadenas pueden ser
el resultado de haber aplicado el método de mejora
sobre ellas. Siempre se tiene almacenada la mejor so-
lución encontrada hasta el momento. En el proceso
de regeneración del RS se evita duplicar las cade-
nas de reglas, por lo tanto, dentro del RS existirán
cadenas con valor de sobrecarga diferentes. Una vez
terminada la fase de regeneracion del RS, se evalúa
el estado del mismo. Para ello, en cada iteración se
guardan los valores de sobrecarga de la mejor y de la
peor cadena del RS. El estado del RS está en fun-
ción de dichos valores. Se considera que el estado del
RS ha mejorado si al menos en una de las cadenas
de referencia ha habido una mejora en el valor de la
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sobrecarga. En este punto del proceso se actualiza la
matriz de frecuencias Fr. Cuando se usa el esque-
ma HH2, también debe actualizarse el subconjunto
RSD del RS. El proceso inicia borrando las cadenas
en RSD. Iterativamente, para cada cadena en el pool
diverso, se calcula su distancia d(C,RSd, RSD). Di-
cha distancia es la llamada distancia de Hamming.
La cadena candidata C ∈ pool se compara con las
cadenas del RSd y las existentes en RSD. La cadena
C ∈ pool con mayor medida de distancia es introdu-
cida al RSD.

D. Fase de diversificación

Dentro del esquema HH1, dado que el RS no cuen-
ta con subconjunto de diversidad, se aplica expĺıcita-
mente un proceso de diversificación con la intención
de mover la busqueda a otra zona del espacio. Aśı,
cuando la combinación de cadenas deja de producir
mejoras en el estado del conjunto de referencia se pa-
sa a la fase de diversificación. Para ello se aprovecha
la información que contiene la matriz de frecuencias
Fr(r, t).

Ctk =


Ctp si Ctp = Ctq
Ctp si Fr(Ctp, t) < Fr(Ctq, t)
Ctq de otro modo

(6)

La diversificación se realiza en dos fases. La pri-
mera de ellas consiste en generar cadenas diversas.
Ello se logra combinando las cadenas del RS, pero
esta vez no se buscan las reglas con mayor frecuencia
en Fr, sino aquellas con menor frecuencia como se
muestra en (6). En la segunda fase, se seleccionan
de forma iterativa las cadenas diversificadas del pool
que son más diferentes respecto a las cadenas conte-
nidas ya en el RS. El grado de diferenciación entre
dos cadenas se mide con el número de no coinciden-
cias que existe entre ambas cadenas (distancia de
Hamming). Existe una coincidencia si en la misma
posición t de ambas cadenas se encuentra la misma
regla r. En la diversificación se buscan aquellas cade-
nas con el mayor número de no coincidencias. Cada
cadena candidata en el pool es comparada con cada
una de las cadenas existentes en ese instante en el
RS. El número total de no coincidencias de una ca-
dena candidata respecto al RS será la suma de las no
coincidencias de la cadena candidata con la primera
cadena del RS, mas las no coincidencias con la se-
gunda cadena del RS, y aśı sucesivamente. Después
de obtener esta medida de distancia para todas las
cadenas del pool diverso, se introduce al RS aque-
lla candidata con la mayor distancia respecto al RS.
El proceso se repite hasta llenar el RS con cadenas
diversas.

V. Experiencia computacional

Para probar la bondad de HH se realizaron prue-
bas computacionales en una PC con procesador pen-
tium 4 a 2.4 GHz, 512 MB RAM en sistema operati-

vo windows XP profesional 2002. Las pruebas se rea-
lizaron sobre una bateria de 100 instancias diseñadas
y generadas en la literatura [13]. Todas las instan-
cias tienen un tiempo de ciclo c = 90 unidades de
tiempo. Los tiempos de proceso fueron generados de
la siguiente manera: para cada producto i se genera
aleatoriamente Ti entre el intervalo [0,75·c·K, ], luego
cada pik se genera aleatoriamente dentro del inter-
valo [0,5 ·Tm/K,mı́n{lk, 1,5 ·Tm/K}]. Las instancias
son generadas con diferentes valores de I (5,10 y 20),
de K (5,10 y 20) y longitud de estación Lk (110, 150
y [88,132]) en unidades de tiempo. Además las ins-
tancias tienen diferentes longitudes de sequencia T .
Los valores de T son: 10, 20, 30, 50, 80,110, 140, 170,
200, 250, 300, 350 y 400. Los valores de las deman-
das ni se generan aleatoriamente entre los intervalos
[0,5 · T/I, 1,5 · T/I].

Dado que sólo conocemos óptimos confirmados pa-
ra algunas instancias y a falta de buenas cotas infe-
riores conocidas aún para instancias pequeñas, en la
experiencia computacional comparamos los resulta-
dos con las mejores valores obtenidos. Debe mencio-
narse también que se sabe a priori que los resultados
para algunas instancias puede tomar valor w = 0.
Para salvar los detalles anteriores se usa la siguien-
te medida de calidad dev. La desviación dev de una
solución S para la instancia h respecto a la mejor
solución obtenida Sbest se obtiene según (7).

devh = |Sbest − Sh|/|ε+ Sh| ∗ 100 % (7)

Con la finalidad de detectar algunas estrategias
en la aplicación del procedimiento de mejora, se dis-
tinguen diferentes variantes que aplican para HH1 y
HH2. Se consideran 4 niveles de mejora: NoI, IRSf ,
IP1N y IP10 %. En NoI no se aplica mejora en
ningún punto de HH. IRSf toma el resultado de
NoI y aplica mejora local sobre las secuencias del
RSd final. En IP1N se aplica el procedimiento de
mejora sobre las secuencias del pool. En este caso se
explora únicamente el vecindario inmediato de las
secuencias del pool. Dado un segmento de tamaño
seg hay (T − seg)2 moves posibles. En la variante
IP10 % también se aplica mejora local sobre las se-
cuencias del pool. La profundidad de la mejora se
establece en 10 %. Este 10 % de mejora se determi-
na respecto a la cota lbw. Si el valor de sobrecarga
original es w0, la mejora termina cuando la cantidad
mejorada iguala o supera el valor (w0−lbw)/10, don-
de lbw es la diferencia entre la cantidad de trabajo
(en tiempo) necesario para producir toda la deman-
da ni y el tiempo disponible para ello, lo cual se
expresa en (8).

lbw =
K∑
k=1

[
I∑
i=1

nipik − (c(T − 1) + Lk)

]+

(8)

En HH1, se establece una cantidad máxima de
Nomejoramaxcombs = 3 iteraciones sin mejora en
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el estado del RS para aplicar el proceso de diversi-
ficación. El máximo de diversificaciones sin mejora
MaxDivs = 4. Se estableció un tiempo maximo de
busqueda de 3600 segundos en el bucle iterativo de
ambos HH1 y HH2. La mejora local en el RS final
se aplica después de este criterio de paro dentro del
bucle. Para HH2 el número máximo de diversificacio-
nes sin mejora se estableció en MaxDivs = 4. Con
miras a tener una referencia, se consideran las solu-
ciones encontradas con el software de optimización
CPLEX9.0.

TABLA I

Medidas de desempeño para HH1

Grado de mejora en HH1

proc. CPLEX NoI IRSf IP1N IP10 %

Av.dev( %) 21.04 18.71 1.94 0.09 1.77
opt* 18 16 23 25 25
Av.Iters - 50.96 50.96 6.24 6.37
Av.Divs - 4.95 4.95 0.39 0.48
Av.CPU(seg) 3600 269 504 12545 16275

TABLA II

Medidas de desempeño para HH2

Grado de mejora en HH2

proc. CPLEX NoI IRSf IP1N IP10 %

AV. dev( %) 21.04 20.59 5.20 0.52 0.32
opt* 18 11 24 23 25
Av.Iters - 10.8 10.8 2.7 1.3
AV.CPU(seg) 3600 510 555 10275 3596

Las Tablas I y II muestran las medidas de desem-
peño para HH1 y HH2, respectivamente, como la
desviación promedio AV.dev( %) respecto al mejor
valor encontrado, el número de óptimos alcanzados
opt∗ por cada variante del procedimiento, el prome-
dio de iteraciones hechas por procedimiento, el pro-
medio de fases de diversificación (sólo en Tabla I),
y el promedio de tiempo de CPU en segundos re-
querido por cada versión de HH (Av.CPU(seg)). En
HH1 el número de óptimos aumenta de 16 hasta 25,
cuando se aplica procedimiento de mejora en algu-
na parte del procedimiento. Aunque HH2 encuentra
menos óptimos cuando se usa sin mejora, al aplicar-
la también se pueden encontrar hasta 25 óptimos.
Debe notarse que el número de iteraciones promedio
para HH2 es una quinta parte si se compara con las
de HH1. Esto se atribuye al tamaño del RS y al
esfuerzo adicional en la fase de combinación y en la
mejora de las soluciones del pool.

Con CPLEX9.0 y despúes de una hora de búsque-
da, se encontraron los valores óptimos para 18 de
las 100 instancias de la bateŕıa. Para siete instancias
más se encontró con alguno de los procedimientos
aqúı propuestos, soluciones cuyo valor equilave a la
cota inferior encontrada al aplicar el método de ra-
mificación y acotamiento de CPLEX9.0. Para estas
siete instancias, en promedio, CPLEX está 29.95 %
por arriba del mejor valor de sobrecarga encontrado

con HH.
En general, con HH se encuentran soluciones ópti-

mas para los dos grupos de instancias pequeñas
(T =(10, 20, 30), L =(110, [88,132])), y para el grupo
de instancias con estaciones largas (L =150, P =10,
M =10, T =(140, 200, 250, 300, 350)). El procedi-
miento que ofrece el mejor compromiso entre calidad
y tiempo de CPU es IRSf el cual aplica mejora local
únicamente a las secuencias del RS final.

VI. Conclusiones

Se estudia el problema de secuenciación produc-
tos mixtos en ĺıneas de montaje, con el criterio de
minimización de sobrecarga. Se consideran estacio-
nes cerradas, velocidad contante del transportador,
tiempos de proceso deterministas, introducción de
productos en la ĺınea a intervalos de tiempo cons-
tantes, los(las) operadores(operadoras) realizan su
trabajo tan pronto como sea posible, los tiempos de
preparación y de dezplazamiento de los trabajado-
res es despreciable. Se propone una hiperheuŕıstica
HH basada en la metodoloǵıa de búsqueda dispersa
como nivel superior. En el nivel inferior de HH se
propone el uso de procedimientos constructivos por
combinación de reglas. Se describen dos esquemas
generales de HH y se prueban diferentes niveles de
profundidad en el método de mejora. La mejora local
si bien ayuda a obtener buenos resultados, es costo-
sa, principalmente cuando se aplica a las soluciones
del pool, donde puede perderse la ventaja de una
heuŕıstica sobre un procedimiento exacto. El proce-
dimiento de mejora es mejor aprovechado cuando se
aplica sobre cadenas del conjunto élite.
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Apéndice

Las 20 reglas de prioridad usadas en HH se des-
criben en esta sección. Dentro el PCCR, un producto
i es candidato a cierta regla r sólo si di > 0. Sea:

I conjunto de productos;
i producto i, i ∈ I;
K conjunto de estaciones;
k estacione k, k ∈ K;

ni demanda original del producto i, i ∈ I;
t posición o etapa de la secuencia,

(t = 1, . . . , T ), T =
∑I
i=1 ni;

di demanda pendiente del producto i
(if t = 0, di = ni), i ∈ I, t = 1, . . . , T ;

pik tiempo de proceso para el producto i en la
estación k, i ∈ I, k ∈ K;

rik indice dinámico para el producto i en la
estación k, rik = di ∗∆ik, i ∈ I, k ∈ K;

∆ik desplazamiento del trabajador en la
estación k debida al producto i,
∆ik = |pik − c|, i ∈ I, k ∈ K;

Lk longitud de la estación k, k ∈ K;
ui tasa producción ideal para el producto i,

i ∈ I, ui = ni/T ;
sk posición inicial del trabador en la estación

k, k ∈ K;
wt sobrecarga acumulada hasta la etapa t− 1,

wt =
∑t

1 wtk, k ∈ K;
p̄ tiempo de proceso promedio

p̄ =
∑
pik/(|K| · |I|), i ∈ I, k ∈ K;

kb estación cuello de botella;
wi sobrecarga producida por el producto i

en la etapa actual t, wi =
∑K
k=1 wti, i ∈ I,

k ∈ K;
oi tiempo de ocio en la etapa actual t producido

por el producto i, oi =
∑K
k=1 oti, i ∈ I,

k ∈ K.

Las reglas se enumeran a continuación:

1 Producto i con mayor tiempo de proceso, i∗ ∈
arg max{pik}.
2 Producto i con menor tiempo de proceso, i∗ ∈
arg min{pik}.
3 Producto i con tiempo de proceso más cercano a
p̄, i∗ ∈ arg min{|pik − p̄|}.
4 Producto i con tiempo de proceso mas cercano a
c, i∗ ∈ arg min{∆ik}.
5 Producto i con mayor demanda pendiente , i∗ ∈
arg max{di}.
6 Producto i con menor demanda pendiente, i∗ ∈
arg min{di}.
7 Producto i con mayor ı́ndice dinámico i∗ ∈
arg max{ri}.
8 Producto i con menor ı́ndice dinámico rik, i∗ ∈
arg min{ri}.
9 Producto i que ocasiona mayor desplazamiento de
todos los trabajadores, i∗ ∈ arg max{∑K

k=1 ∆ik}.
10 Producto i que ocasiona el menor despla-
zamiento de todos los trabajadores, i∗ ∈
arg min{∑K

k=1 ∆ik}.
11 Producto i con mayor tiempo de proceso en es-
tación cuello de botella, i∗ ∈ arg max{pikb}.
12 Producto i con menor tiempo de proceso en es-
tación cuello de botella, i∗ ∈ arg min{pikb}.
13 Producto i que de asignarse se acerca más al ideal
de producción ui, i∗ ∈ arg min{|(ni−di)− t ·ui|}.
14 Producto i con la mayor suma del ı́ndi-
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ce dinámico para todas las estaciones, i∗ ∈
arg max

∑K
k=1 rik.

15 Producto i con la menor suma del ı́ndi-
ce dinámico para todas las estaciones, i∗ ∈
arg min

∑K
k=1 rik.

16 Producto i que de asignarse, produce mayor so-
brecarga en la etapa actual, i∗ ∈ arg max{wi}.
17 Producto i que de asignarse, produce el ma-
yor tiempo muerto en al etapa actual, i∗ ∈
arg max{oi}.
18 Producto i que de asignarse, produce la menor
sobrecarga en la etapa actual, i∗ ∈ arg min{wi}.
19 Producto i que de asignarse, produce el me-
nor tiempo muerto en la etapa actual, i∗ ∈
arg min{oi}.
20 bajo el concepto de regularidad, producto i con
sobrecarga mas cercana al ideal de sobrecarga (assu-
ming lbw > 0), i∗ ∈ arg min{(lbw/T )·t−wt−wi};
donde wt es el valor acumulado.
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