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RESUMEN

En este articulo se muestra un modelo entero mixto lineal para el problema
de diseno de territorios de atencion comercial. Las variables son enteras y tanto
las restricciones como la funcion objetivo son lineales. Se ilustra el Método de
Ramificacion y Acotamiento, MRA. Ademas, se incluye una evaluacion empirica
del desemperio del MRA al aplicarlo en la resolucion de algunas instancias del
problema. Esto implica un estudio y evaluacion de un parametro de seleccion
de prioridades de ramificacion, que depende de la estructura del problema y
que afecta el comportamiento del método. Los resultados muestran que el uso
de esta estrategia genera mejores resultados en funcion del tiempo de ejecucion
requerido.
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ABSTRACT

In this paper we show a mathematical model for a commercial territory
design problem. This model is a mixed-integer linear program (MILP) due
to both the discrete nature of the decision variables and the linearity of its
objective function and constraints. In this work we illustrate one of the most
popular methods for solving MILPs exactly (Branch-and-Bound). In addition,
an empirical evaluation of the method over a variety of problem instances is
included. In particular, a very important algorithmic strategy such as giving
priority to the branching variables is further investigated. The results show that
this strategy produces better results in terms of run time.
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Operations research, territory design, mixed-integer linear program, branch-
and-bound algorithm.
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INTRODUCCION

El presente estudio trata sobre el disefio de
territorios de atencion comercial, que surge en una
compaiiia distribuidora de bebidas embotelladas,
el cual puede ser visto como un problema de
agrupar pequeiias unidades geograficas o manzanas
(unidades basicas) dentro de zonas geograficas mas
grandes llamadas territorios. Estos territorios deben
satisfacer ciertas caracteristicas de planeacion por
parte de la empresa. Este es un caso de optimizacion
combinatoria clasificado como NP-duro,' es decir,
que existe una demostracion tedrica que muestra que
no hay ningun algoritmo que garantice encontrar
la mejor solucion posible (solucién Optima) en
un tiempo polinomial.> La consecuencia de este
resultado es que es un problema muy dificil de
resolver ya que el tiempo de ejecucion del método
de solucién crece exponencialmente con el tamafio
del problema en el peor caso. Esto representa todo
un reto de investigacion. Desde la perspectiva
practica, una buena solucién es muy importante
ya que ayudaria a las empresas a distribuir su gran
area de trabajo de la mejor manera de acuerdo a sus
criterios de planeacion. El disefio territorial (PDT)
que motiva este trabajo tuvo sus origenes en los
trabajos de Vargas Suarez’ y Vargas-Suarez, Rios-
Mercado y Lopez.*

El problema en estudio puede modelarse como
un Programa Entero Mixto Lineal (PEML). Un
PEML es un modelo en el que tanto las restricciones
como la funcién objetivo son funciones lineales y
las variables de decision son algunas enteras y otras
continuas. En particular, se trabaja con relajaciones
lineales del modelo original.

La relajacion consiste en eliminar alguna
restriccion del modelo, lo cual permite ampliar
la region factible. Lo anterior, tiene la ventaja
que es relativamente mas facil de resolver y que
una solucién a la relajacion proporciona una cota
inferior al 6ptimo del problema original. En este
caso, esta relajacion obedece al hecho de que en
el modelo original el conjunto de restricciones de
conectividad es de tamafio exponencial por lo cual
es imposible escribir explicitamente. El obtener
esta cota es fundamental ya que con ésta se puede
medir la calidad de las heuristicas desarrolladas para
este problema. Las heuristicas son procedimientos
simples, a menudo basados en el sentido comun, que
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se supone ofreceran una buena solucion (aunque no
necesariamente la 6ptima) a problemas dificiles, de
un modo facil y rapido.’

El presente trabajo es de gran utilidad ya que
proporciona cotas que pueden medir la calidad
de heuristicas desarrolladas para el modelo en
estudio,*’ y sirve, ademas, como punto de partida
para otras investigaciones. Se estudia el algoritmo
del método exacto de ramificacion y acotamiento en
la relajacion del modelo. Se evalta un parametro de
este algoritmo, el cual depende de la estructura del
problema y afecta el comportamiento del método.
Al evaluar el parametro algoritmico con un disefio
experimental adecuado se puede obtener el mejor
valor para éste. Con esto se espera que el método
exacto pueda resolver la relajacion del modelo, sin
embargo, cuando esto no es posible y el método se
trunca, al menos ayuda a encontrar soluciones de
buena calidad.

DESCRIPCION DEL PROBLEMA

El caso que se estudia en este trabajo esta basado
en una aplicacion real proveniente de la distribucion
de bebidas embotelladas en la ciudad de Monterrey,
en la cual se desea definir territorios comerciales.
Esta empresa considera una manzana geografica
como una unidad basica (UB) y desea agrupar
estas UBs de la mejor manera, satisfaciendo ciertos
criterios econdmicos y geograficos definidos por

Fig. 1. Ejemplo de una region geografica.
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dicha empresa. Esto ayudara a tener una buena
administracion y ademas a dar un buen servicio a los
clientes ubicados en cada grupo o territorio (figura
1). La adyacencia de manzanas o UBs se puede
representar mediante un grafo (figura 2).

=] -

® U arco esta presente entre los

# UIna manzana o unidad
basicai esasociada a un nodosi y j si las manzanas 1y j
nodo. son advacentes.

Fig. 2. Representacion de adyacencia de manzanas
mediante un grafo.

Cada una de las UBs tiene dos atributos o medidas
asociadas a la misma:

e Numero de puntos de venta o clientes.
*  Volumen o demanda del producto.

En el resto del trabajo, la palabra grupo, distrito
y territorio se usan indistintamente.

Uno de los requerimientos impuestos por la
empresa es que la carga total de cada territorio
formado sea lo méas parecido posible con respecto
a cada una de estas dos actividades definidas. Sin
embargo, dado que es muy dificil lograr un balance
simultaneo para las dos actividades definidas, se
establece cierto parametro de tolerancia para cada
actividad. Por ejemplo, si el valor de balance de
una cierta actividad es 10 y la tolerancia permitida
es 0.01, entonces el valor de dicha actividad en cada
territorio debe estar entre 9 y 11. De lo anterior, el
inciso a) de la figura 3 da un ejemplo de territorios
no balanceados ya que tiene un nivel de 12 y otro
de 8, los cuales estan fuera del rango. Los incisos b)
y ¢) muestran territorios balanceados con tolerancia
0.01.

Las UBs son, por definicion, areas geograficas
con una ubicacion especifica dentro de una region.
Los territorios que se formen deben respetar esta
ubicacion natural y es requisito indispensable que
el territorio se forme Unicamente con unidades
basicas que sean contiguas, es decir, que para poder
llegar a cada unidad basica del territorio deben
visitarse solamente unidades basicas que pertenezcan
al mismo territorio. En Teoria de Grafos a esta
propiedad se le llama conexidad. Un ejemplo de
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territorio no conexo se puede ver en el inciso b) de
la figura 3, ya que para poder llegar de los nodos con
valor de 4 y 3 al otro nodo con valor 2 se necesita
salir del territorio, es decir no hay un arco que los
una. Por el contrario los incisos a) y ¢) muestran
territorios conexos.

0 ™
Infactible

Infactible

h /"

Fig. 3. Ejemplo donde se muestra el balance de una
actividad medible y la conexidad.

Al mismo tiempo que se considera la conexidad
y el balance de los territorios, se busca que cada
territorio sea lo mas compacto posible, es decir, que
las unidades basicas en cada territorio estén lo mas
cerca posible entre ellas (figura 4).

Se conoce el numero de UBs, el cual esta
identificado por n. Todas estas unidades se analizan
dentro del plano cartesiano, por lo tanto, se tienen
las coordenadas geograficas que representan la
ubicacion de cada unidad. Se tienen los valores de
las dos actividades medibles (nimero de clientes y
demanda) asociadas a cada UB.

~
f&.@.fo\.o ‘ )
Terntono no
compacto
[ —— "Hx.
&P 2\
Territorio / D
compacto |©
@/O -
N g

Fig. 4. Ejemplo de territorio compacto y no compacto.
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El nimero de territorios a formar se conoce y se
denota por p. Como se ha comentado, es muy dificil
lograr un balance simultaneo para las dos actividades
medibles, por tal motivo se fija un valor de tolerancia
(") el cual permite decidir que tan balanceados se
desean que estén los territorios para cada actividad.
Se supone que la demanda y el numero de clientes
se conocen con certeza, y que el nimero de clientes
es fijo. Resumiendo lo anterior, se desean formar p
territorios de forma que:

* (Cada UB pertenezca solamente a un territorio.

* Los territorios estén balanceados con respecto a
las dos medidas de actividad.

* Los territorios sean contiguos.

* Los territorios sean compactos.

FORMULACION ENTERA MIXTA LINEAL (PEML)

Desde el punto de vista de la programacion
matematica, el problema puede modelarse como un
programa entero mixto lineal.

Indices y conjuntos

n numero de unidades basicas o nodos

p numero de territorios

i,jindices de las unidades basicas;
iL,jeV={,2,..,n}

a indices de las actividades; a € 4={1, 2}

N (={jeV:(i,j)eE v (j,i)eE}) conjunto de
nodos que son adyacentes al nodo i; i € V'

Pardametros

w! valor de la actividad a en el nodo i;
ieV,ac A

d, distancia euclidiana entre i y j; i, j€V

1“ tolerancia relativa con respecto a la actividad
a; ae 4,7 € [0,1]

Parametros calculados

w'(B)(= X, w))

o tamafio del conjunto B con
respecto aa; ac A, BV
w (=w'(V)/ p) valor promedio (meta) de la
actividad a; ae 4
Variables de decision

Se introducen variables binarias basadas en
centros para modelar la medida de dispersidad.

10

1 sila unidadj es asignada al territorio con centro en i; i, jeV
X..=
g

0 de otra manera
Por consiguiente, esto implica la definicion de
X;; COMo:

_ J1 sielnodo i es el centro de un territorio; il
7i~ )0 de otra manera

Modelo A
Minimizar f(x)= rgljg\)/({dijxij} (D)
sujeto a:
Y x,=1 jev )
ieV
Y x=p 3)
i€V
Y wix, <(+1)px, i€V, aeA “)
Jev
Y wix,2(1-t)u‘x, i€V, acA (5)

jeV

Y ox,-Y x, 21| ieV; SCV\N'U{i}) (6)

jeu,es NY'S jes

x,; €10,1} i,jev 7

La funcién objetivo (1) mide la dispersidad de
los territorios usando la funcién conocida como p-
centro. Las restricciones (2) y (3) garantizan que
cada nodo j sea asignado solamente a un territorio
y que el nimero de territorios disefiados sea el
deseado, respectivamente. Las restricciones (4) y
(5) representan el balance en cada territorio con
respecto a cada medida de actividad, ya que se sabe
que el tamano de cada territorio debe encontrarse
dentro de un rango (medido por el pardmetro de
tolerancia 1) alrededor de este promedio. Ademas
las cotas superiores de las restricciones de balance
(4) aseguran o garantizan que si el nodo i no es
un centro, los clientes no sean asignados a ¢l. Las
restricciones (6) garantizan la contigiiidad de los
territorios.

Notese, que el nimero de estas restricciones
crece exponencialmente dependiendo del tamaiio del
conjunto V. Las restricciones (7) garantizan un valor
binario para cada variable de decision. El problema
en estudio es NP-duro.!

Este modelo no es precisamente lineal debido a
que la funcion objetivo (1) no es una funcion lineal.
Sin embargo, el modelo A puede ser linealizado si se
reemplaza la ecuacion (1) por la (8) y las restricciones
(9) dadas a continuacion.
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g(x)=z (3)
iL,jev 9)

A su vez, las restricciones (9) se reemplazan
por

z2y dx, jev (10)
iev

ya que éstas proporcionan una formulaciéon mas
robusta.®

Minimizar

dev.xl].

Como se menciono anteriormente, el nimero de
restricciones dadas en (6) es exponencial y por tanto
no pueden escribirse explicitamente ni para valores
relativamente medianos de n. La féormula para
calcular el nimero de restricciones que se desprenden
de las restricciones de conexidad (6) es:

ﬁ[z(ﬁ )] donde ¢, =[/\(V)L{i}

i=1 I1=1

;ielV

En latabla I se muestra el nimero de restricciones
para algunos valores de 7.

Tabla I. NUmero de restricciones de conexidad.

n p NUmero de restricciones (6)
10 3 854
20 5 1,834,988

Por tal motivo, en el presente trabajo se procedio a
trabajar con una relajacion del modelo A que consiste
en ignorar (6).

Modelo A, (Modelo A linealizado y relajado)

Minimizar g(x)=z (1)
sujeto a: zZZdijxij jev (12)
eV
Y x,=1 jev (13)
i€V
z =P (14)
i€V
Y wix, <(+1)u‘x,  ieV,aed (15)
Jjev
Y wix, 2(1-t)u'x, ieV,aed (16)
Jjev
x,; €{0,1} jev (17)
z>0 (18)
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METODO DE RAMIFICACION Y ACOTAMIENTO
(MRA)

El MRA es uno de los métodos mas populares
en la solucion exacta de problemas de programacion
entera.’ El método consiste en ir acotando superior
e inferiormente el valor de la funcién objetivo hasta
que ambas cotas sean iguales, es decir, se haya
llegado al valor 6ptimo. El pseudocodigo del MRA
se muestra a continuacion:

Inicializacién

Problema inicial P esta en una Lista. ZY=+=; solucion

actual x* es vacio.

While la Lista no esté vacia.

Elegir problema P' de la Lista. Resolver la
relajacion lineal PL sobre P'. Z' = valor de PL.

x' (PL) = solucién de PL.
if P no es factible, se poda por infactibilidad.
else if Z' > 7Y, se poda por cota.

else if X' (PL) es entera, actualizar la cota primal
zv =Z; vy lasolucién actual x' = x' (PL), se poda
por optimalidad.

else Retornar dos subproblemas a la lista P]i y Pzi .
end if

end if
end if
end while

Al final del proceso se tiene la solucion x” Optima.

Algunas de las muchas preguntas que surgen
sobre este método son: ;Como seleccionar el
subproblema a explorar? De todas las variables que
deben ser enteras y que en la relajacion resultaron
ser fraccionarias (sobre cudl se ramifica o se hace la
particion en subproblemas? ; Afectard el desempefio
del método el orden de prioridades sobre las variables
a ramificar?

Para cada una de ellas hay respuestas, pero
depende de la estructura y de las caracteristicas de
cada modelo. Se puede seleccionar el subproblema
que tiene la mejor cota o el que recientemente haya
sido introducido en la lista 0 una combinacion de
éstos. Cada una de estas formas de seleccionar
el subproblema tiene sus ventajas y desventajas
dependiendo del modelo y de lo que se busca.

La forma de trabajar del MRA permite tener cierto
control sobre algunos de sus parametros algoritmicos,
con el fin de ayudar al método a encontrar resultados
que sean Optimos y obtenidos en tiempos razonables.
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El pardmetro de interés a analizar en este trabajo
es el de seleccion de prioridades de ramificacion,
es decir, es el parametro que indica si se da o no
prioridad a las variables a ramificar. Este trabajo se
enfoca en analizar si el considerar prioridades sobre
las variables a la hora de ramificar afecta la calidad
de la solucion y el tiempo requerido para encontrarla
en el modelo bajo estudio.

Dar o no prioridad a las variables a ramificar

Las prioridades se deben asignar basadas en
el conocimiento del problema. Las variables con
prioridades mas altas seran ramificadas antes de las
variables con prioridades mas bajas.

Esta direccion de busqueda del arbol puede
a menudo reducir dramaticamente el nimero de
subproblemas explorados. Este parametro es muy
importante de analizar en los modelos que presentan
restricciones del tipo x; < x;;. Si se ramifica primero
sobre la variable binaria x;, entonces esta variable
se fijaen 1 o en 0, si se fija en 1 la restriccion
anterior es redundante. Si la variable x; se fija en
cero, automaticamente todas las variables x; se fijan
en cero, lo cual puede reducir dramaticamente el
numero de subproblemas a explorar.

El modelo 4, en estudio presenta las restricciones
(15), las cuales tienen esta estructura especial, ya que
sila variable x, toma el valor de cero, ¢sta forza a que
el lado izquierdo de la desigualdad sea cero, es decir
si el nodo i no es un centro, los clientes no pueden
asignarse a éste. Ramificar primero las variables x;
y después las x;;, lo que implica que si primero se
fijan los centros y después se asignan los clientes
a los centros ya fijados, se afectard la calidad de la
solucion y el tiempo requerido para obtenerla.

ESTUDIO COMPUTACIONAL

El disefio de experimentos es el proceso
de planear un experimento para obtener datos
apropiados, que pueden ser analizados mediante
métodos estadisticos, con objetivo de producir
conclusiones validas y objetivas. Se requiere un
enfoque estadistico del disefio de experimentos
para obtener conclusiones significativas a partir
de los datos.'”
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Objetivo y datos de prueba

El objetivo de esta evaluacidén consiste en
determinar, en base a un experimento computacional
y analisis estadistico, si el pardmetro de seleccion
de prioridades de ramificacion afecta positiva o
negativamente la calidad de la solucion y el tiempo
requerido para encontrarla.

Para los experimentos se utilizaron instancias
de prueba de una base de datos desarrollada
previamente. Los detalles de ésta pueden encontrarse
en.! Para esta experimentacion se consideraron dos
tipos de instancias, diferentes en tipo y tamafio (DS10
y DS05), de acuerdo al pardmetro 7.

Tipos de instancias

e DSI0: Son los problemas para los cuales el
parametro de tolerancia de las restricciones de
balance (ecuacion 4 y 5) = =0.10 (es decir, se
permite una desviacion de un 10%).

* DS05: Son los problemas para los cuales el
parametro de tolerancia de las restricciones de
balance (ecuacion 4 y 5) * =0.05 (es decir, se
permite una desviacion de un 5%).

Tamafo de instancias
* (60,4) Problemas con 60 nodos y 4 territorios.

* (100,5) Problemas con 100 nodos y 5
territorios.

Una solucion se considera optima en los
experimentos si dicha solucion satisface el criterio
de optimalidad relativa de 0.01, es decir cuando se
garantiza que la solucion obtenida se encuentra a
lo mucho a un 1% del valor 6ptimo. El intervalo de
optimalidad relativa (IOR) se calcula de la siguiente

u L

manera: —;— donde Z; es la cota superior (solucion
factible de PEM) y Z; es la cota inferior (mejor posible
encontrada). Si se desea el porcentaje de este intervalo
so6lo se multiplica por 100.

En la experimentacion, se hace uso de GAMS,!"
el cual es un modelador algebraico para problemas
de optimizacién con interfaz a varios métodos de
solucion de uso comercial. En nuestro caso, los
problemas de PL y PEM se resuelven utilizando el
modulo GAMS/CPLEX, el cual es la interfaz usada
por GAMS para llamar al optimizador CPLEX,"!
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que es hoy en dia uno de los optimizadores mas
potentes a nivel mundial en la resolucion de
problemas de PL y PEML. Los experimentos
fueron realizados en un ordenador SunFire V440
con el sistema operativo Solaris 9 propiedad del
Laboratorio de Computo de Alto Desempefio del
Programa de Posgrado en Ingenieria de Sistemas
de la FIME, UANL. Se utiliz6 la version 9.0 de
CPLEX en cada experimento.

DISENO EXPERIMENTAL

Consiste en realizar ejecuciones para el modelo
Ay, variando el tamafio y el tipo de instancia del
problema. Ademas se modifica un parametro
algoritmico del método exacto:

» El parametro de seleccion de prioridades de
ramificacion.

En este experimento se mide el tiempo que
tarda el algoritmo en dar una solucion Optima.
Para analizar los resultados obtenidos en cada
experimento se emplea una prueba no paramétrica
llamada Kruskal-Wallis (conocida también como
la prueba H), debido a que los datos no cumplen
con las condiciones necesarias para aplicar un
ANOVA(analisis de varianza), entre ellas que las
respuestas no estdn normalmente distribuidas. La
prueba de Kruskal-Wallis'® es una de las pruebas
no paramétricas mas poderosas y se aplica cuando
se tiene un diseflo completamente al azar pero no se
puede suponer normalidad. Sirve para determinar la
igualdad o diferencia entre tratamientos.

Se utilizé el software MINITAB 14'> como
herramienta estadistica para analizar los datos
y de esta manera poder establecer conclusiones
con validez estadistica. Los tiempos de coOmputo
obtenidos en los experimentos se introducen en
MINITAB, se selecciona la prueba Kruskal-Wallis
y se comienza el analisis. Esta prueba no paramétrica
cuenta con las siguientes hipotesis:

H,y: Dar o no dar prioridades a las variables
a ramificar requiere el mismo tiempo de
resoluciéon. Es decir, cualquiera de estas
opciones requiere el mismo tiempo.

H,;: Dar o no dar prioridades a las variables
a ramificar requiere diferente tiempo de
resolucion. Es decir, una de estas opciones
proporciona mejores tiempos.

Ingenierias, Julio-Septiembre 2009, Vol. XII, No. 44

Esta herramienta estadistica calcula las medias de
los k tratamientos y un valor g, con el cual determina
si se rechaza o no la hipdtesis nula (H,). Si el valor
de g < S (donde = 0.05 es el nivel de significancia)
se rechaza H, y se toma la alternativa, en otro caso
se acepta H,.

RESULTADOS

En esta parte, se estudia la sensibilidad del
algoritmo del método exacto al modificar el pardmetro
de seleccion de prioridades de ramificacion. Esto se
mide con base en la mejora del tiempo de solucion.
Para esto, se considera dar mayor prioridad para
ramificar primeramente sobre las variables x;,
después de estas variables se consideran las x;.
Esto se realiza para el modelo 4, con 20 instancias
para cada combinacién tipo-tamafio. En total para
este experimento son 80 instancias a dos niveles
(mipordind 0 y mipordind 1) es decir, se realizan
160 ejecuciones. Los resultados se muestran en la
tabla Il y figuras 5, 6. La primera columna en la tabla
II indica de que tipo son las instancias que se estan
probando, la segunda el tamafio de éstas, la tercera
y cuarta columna indican los tiempos de computo
promedio (en segundos) que el MRA empleo al
ejecutar las 20 instancias sin prioridades y con
prioridades, respectivamente. Todas las instancias
se resolvieron de manera optima.

mipordind_0 = Dar prioridades a las variables x;
sobre las x;.

mipordind 1 = No dar ninguna prioridad.

El valor ¢ obtenido en la prueba estadistica para
las diferentes instancias del problema 4, es casi 0 el
cual es menor que . Entonces, se establece que hay
evidencia suficiente para rechazar H,, es decir, que el
dar prioridades a las variables si impacta en el tiempo
de computo. Se puede observar, ademas, en la tabla I1
y figuras 5y 6 que los tiempos de solucion disminuyen
considerablemente al darle prioridad de ramificar a

Tabla Il. Tiempo de computo promedio (en segundos),
variando las prioridades para el modelo Ak.

Tipo (n,p) mipordind_0 mipordind_1
DS05 (60,4) 130.0 79.7
DS10 (60,4) 79.4 51.6
DS05 (100,5) 3,125.5 895.5
DS10 (100,5) 3,783.5 794.1
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DS05/(60,4)/mipordind
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Fig. 5. Evaluacién de parametro de seleccion de
prioridades en instancias de DS05/(60,4).
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Fig. 6. Evaluacién de parametro de seleccion de
prioridades en instancias de DS05/(100,5).

las variables x; sobre las x;;. El usar prioridades reduce
el tiempo de solucion significativamente, por lo cual,
se considera importante este parametro. Se considera
dar prioridades a las variables x;; sobre las x;.

CONCLUSIONES

El Método de Ramificacion y Acotamiento
(MRA) puede dar soluciones Optimas para algunas
instancias (de tamafios chico y mediano) del modelo
(Ay) presentado en este trabajo. Sin embargo, para
instancias mayores el tiempo de ejecucion puede ser
extremadamente grande y es importante entonces
disponer de mecanismos que ayuden a disminuir los
tiempos de ejecucion del optimizador. Los resultados
obtenidos con este trabajo indican que para el
problema bajo estudio es recomendable dar prioridad
a las variables x; sobre las x; ya que mejoraron los
tiempos de solucion significativamente. Esto se
debe a que el fijar una variable x; en 0, por ejemplo,
implica que todas las variables x; tienen que ser 0,
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para todo jeV, lo cual acelera la convergencia del
método.

El modificar adecuadamente el parametro de
prioridades del método ayuda a obtener soluciones
optimas del modelo relajado (4;) en mejores tiempos.
Como la estructura del modelo original (4) es similar
a la relajacion (A4z) se recomienda que en ambos
modelos (4 y Ag) se dé prioridad a las variables
de localizacion (x;) para mejorar los tiempos de
ejecucion. Un estudio mucho mas exhaustivo de otros
parametros algoritmicos puede encontrarse en.'?
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