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Introduction 

The p-Median problem is a fundamental optimization challenge with practical implications 

spanning urban planning, logistics, and healthcare management. This problem revolves around determining 

the optimal locations for a specified number of facilities, such as warehouses or hospitals, to efficiently 

serve a dispersed population. 

Research efforts have yielded various methodologies, from mathematical models to computational 

algorithms, aimed at solving this problem. Noteworthy contributions include the seminal works of Hakimi 

(1964) and Church and ReVelle (1974), which have laid the groundwork for subsequent advancements in 

this field. 

The significance of the p-Median problem lies in its ability to inform decision-making processes 

across diverse domains. In urban planning, it aids in the strategic placement of public amenities and 

emergency services to enhance accessibility and alleviate congestion. Similarly, in logistics and supply 

chain management, it facilitates the optimization of distribution networks and inventory management 

strategies, thereby improving operational efficiency. 

Moreover, the p-Median problem finds practical applications in healthcare delivery, guiding the 

strategic siting of medical facilities to ensure equitable access and enhance patient outcomes. By identifying 

optimal locations for clinics, hospitals, and specialized care centers, healthcare providers can better allocate 

resources and address community needs effectively. 

In essence, the p-Median problem serves as a valuable tool for making informed decisions that impact 

societal well-being and resource allocation in various sectors. 

 

Keywords: p-Median, optimization, mathematical model, algorithm, urban planning, logistics. 

 

Problem description 

The p-Median problem involves making strategic decisions regarding the placement of facilities to 

efficiently serve a dispersed population. This problem can be defined by four fundamental components: 

 

1. Data 

The input consists of: 

- The location of potential facility sites. 

- The spatial distribution of the population or demand points that these facilities are intended 

to serve. 

- The costs or distances associated with providing service from each facility site to every 

demand point. 
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2. Decisions 

The decision involves selecting p locations out of the potential facility sites where facilities will be placed. 

 

3. Optimization 

The objective is to minimize the total cost or distance required to provide service from the chosen facility 

locations to all demand points. Mathematically, this can be represented as minimizing the sum of the 

distances (or costs) between each demand point and its assigned facility, where the assignment is based on 

proximity. 

 

4. Constraints 

The feasible solution is defined by the requirement that each demand point must be assigned to exactly one 

facility. Additionally, exactly p facilities must be selected from the potential facility sites. 

Mathematical method 

The p-Median problem can be formulated as an integer linear programming (ILP) model. Let's denote: 

- n as the number of potential facility sites. 

- m as the number of demand points. 

- p as the number of facilities to be selected. 

We can use binary decision variables xi to indicate whether facility i is selected or not, and binary decision 

variables yij to represent whether demand point j is assigned to facility i. The objective function can be 

formulated as minimizing the total distance or cost, which is the sum of the distances (or costs) multiplied 

by the assignment variables yij. The constraints ensure that each demand point is assigned to exactly one 

facility and that exactly p facilities are selected. 

The ILP formulation of the p-Median problem can be expressed as follows: 

 

Minimize: 
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Subject to: 

 

Problem example 

Let's consider a simplified scenario to illustrate the p-Median problem. Suppose we have a small 

town with 5 potential locations for a new healthcare clinic (facilities) and 8 demand points representing 

households in the town that need medical services. We want to select 2 clinic locations out of the 5 potential 

locations to minimize the total distance traveled by residents to access healthcare services. 

 

Data 

- Potential clinic locations (facilities): A, B, C, D, E 

- Demand points (households): 1, 2, 3, 4, 5, 6, 7, 8 

- Distance matrix (in kilometers) between potential clinic locations and demand points: 
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Problem illustration 

- Facility selection: Suppose we select clinics at locations B and D 

- Assignment of demand points: Assign demand points to the nearest clinic locations based on the 

distance matrix 

Demand Point Nearest 

1 D 

2 D 

3 D 

4 D 

5 B 

6 D 

7 D 

8 D 

 

- Objective Function Evaluation: The objective function evaluates the total distance traveled by 

residents to access healthcare services from the selected clinic locations. Let's calculate this for our 

example: 

Total distance = 6 + 8 + 3 + 2 + 3 + 2 + 3 + 7 = 34 kilometers 

So, for this feasible solution, the total distance traveled by residents is 34 kilometers. 

 

 

Description of Heuristics 

No constructive heuristic was used, but instead the Genetic Algorithm was used. It employs 

principles of natural evolution, such as selection, crossover, and mutation, to evolve a population of 

solutions over multiple generations. Initially, a population of random solutions is generated, each 

representing a set of p facilities. The fitness of each solution is evaluated based on the total distance to the 

demand points. The best-performing solutions are selected as parents to produce the next generation 

through crossover, which combines parts of two parents to create a child solution. Mutation introduces 

small random changes to some solutions to maintain genetic diversity. This process iterates over several 

generations, with the goal of converging to an optimal or near-optimal solution. While more 
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computationally intensive than the Greedy Heuristic, the Genetic Algorithm can explore a broader solution 

space and potentially find better solutions. 

Local search can be used in conjunction with the Genetic Algorithm to improve the solutions 

generated during the evolutionary process. This hybrid approach, often referred to as a memetic algorithm, 

combines the global search capability of the Genetic Algorithm with the fine-tuning ability of local search 

to enhance solution quality. 

In the context of the p-Median problem, once the Genetic Algorithm generates a new solution 

through crossover and mutation, a local search procedure can be applied to this solution before it is added 

to the population. The local search operates by exploring the neighborhood of the current solution. For each 

facility location in the solution, the algorithm evaluates the potential benefit of swapping it with a non-

selected location. It performs these swaps iteratively, selecting the swap that results in the greatest reduction 

in the total distance between demand points and their nearest facility, until no further improvements can be 

made. 

This integration of local search allows the Genetic Algorithm to refine each solution, ensuring that 

each offspring is locally optimized before competing with other solutions in the population. As a result, the 

overall population maintains high-quality solutions, leading to faster convergence and better final results. 

By combining the exploratory power of the Genetic Algorithm with the exploitative strength of local search, 

this hybrid approach can effectively tackle the p-Median problem, balancing global and local optimization 

to achieve superior outcomes. 

 

Computational Work 

The computational experiments for the p-median problem were conducted in two main phases. The first 

phase involved using a genetic algorithm heuristic to solve the problem for three different sample sizes. 

The second phase utilized a genetic algorithm followed by a local search to refine the solutions obtained 

from the genetic algorithm. This section details the experiments conducted, the results obtained, and an 

analysis of the performance improvements achieved through the local search.  

 

Experiment 1. Genetic Algorithm Heuristic 

The genetic algorithm heuristic was applied to the p-median problem across three different sample sizes: 

1,000, 10,000, and 20,000. Each sample size included 20 instances, and the parameters for each instance 

(size of "n", size of "m", and size of "p") were kept consistent across the instances within each sample size. 

The instances with size n=1,000 used p=10 and m=3 as parameters, the instances with size n=10,000 used 

p=25 and m=5 as parameters, and the instances with size n=20,000 used p=50 and m=10 as parameters. 
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Figure 1. Experiment 1.1 with size n=1,000 

 

 

Figure 2. Experiment 1.2 with size n=10,000 

 

Figure 3. Experiment 1.3 with size n=20,000 
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Experiment 2. Genetic Algorithm with Local Search 

In the second phase of the experiments, the solutions obtained from the genetic algorithm heuristic were 

further refined using a local search. The same instances and sample sizes were used to ensure consistency 

and comparability of results.  

 

 

Figure 4. Experiment 2.1 with size n=1,000 

 

 

Figure 5. Experiment 2.2 with size n=10,000 

 

 

Figure 6. Experiment 2.3 with size n=20,000 
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Analysis 

The results indicate that the local search significantly improved the solution quality across all sample sizes. 

The average percentage improvement for the smallest sample size (1,000) was 3.16%, for the medium 

sample size (10,000) it was 2.10%, and for the largest sample size (20,000) it was 3.62%. 

The local search consistently provided better solutions in a relatively short amount of time, making it a 

valuable addition to the genetic algorithm heuristic. The performance improvement, however, varied across 

different instances, suggesting that the effectiveness of the local search may depend on specific problem 

characteristics. 

 

The computational experiments demonstrated the effectiveness of the genetic algorithm heuristic in solving 

the p-median problem for various sample sizes. The addition of a local search further enhanced the solution 

quality, achieving significant improvements across all tested instances. These findings underscore the 

potential of combining genetic algorithms with local search techniques to solve large-scale optimization 

problems efficiently. 
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Conclusions 

The p-Median problem is a pivotal optimization challenge with significant applications across various 

domains such as urban planning, logistics, and healthcare. By determining the optimal locations for a fixed 

number of facilities, this problem enables efficient service delivery to dispersed populations, thereby 

enhancing accessibility and operational efficiency. 

The computational experiments demonstrated the effectiveness of the genetic algorithm heuristic in solving 

the p-median problem for various sample sizes. The addition of a local search further enhanced the solution 

quality, achieving significant improvements across all tested instances. These findings underscore the 

potential of combining genetic algorithms with local search techniques to solve large-scale optimization 

problems efficiently. 

Key takeaways from our exploration of the p-Median problem include: 

 

1. Versatility and Practicality: The p-Median problem's versatility makes it applicable to 

diverse fields, from strategic placement of public amenities and emergency services in urban 

planning to optimizing distribution networks in logistics and ensuring equitable access to 

healthcare facilities. 

2. Mathematical Rigor and Computational Techniques: The problem can be rigorously 

formulated as an integer linear programming (ILP) model, enabling precise mathematical 

solutions. However, due to the computational complexity of solving ILP models for large 

instances, heuristic and metaheuristic approaches, such as Genetic Algorithms and Local 

Search, play a crucial role in finding near-optimal solutions efficiently. 

3. Hybrid Heuristic Approaches: Combining global search techniques like Genetic Algorithms 

with local optimization methods, such as Local Search, can significantly enhance the solution 

quality and convergence speed. This hybrid approach leverages the strengths of both methods, 

balancing exploration and exploitation to achieve superior outcomes. 

4. Impact on Decision-Making: The insights derived from solving the p-Median problem inform 

critical decision-making processes in various sectors. For instance, in urban planning, it aids in 

alleviating congestion and improving accessibility, while in healthcare, it ensures better 

resource allocation and patient outcomes. 

 

In conclusion, the p-Median problem serves as a valuable tool for optimizing resource allocation and 

service delivery in complex, real-world scenarios. Its ability to inform strategic decisions across multiple 

domains underscores its importance and the necessity for continued research and development of advanced 

computational techniques to tackle increasingly complex instances of the problem. 
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