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Abstract

Marketing managers routinely use purchase intentions to predict sales. The purpose of this paper is to identify the factors
associated with an increased or decreased correlation between purchase intentions and actual purchasing. Using two studies, we
examine the data collected from a wide range of different settings which reflect the real world diversity in how intentions studies
are conducted. The results indicate that intentions are more correlated with purchases: 1) for existing products than for new
ones; 2) for durable goods than for non-durable goods; 3) for short than for long time horizons; 4) when respondents are asked
to provide intentions to purchase specific brands or models than when they are asked to provide intentions to buy at the product
category level; 5) when purchases are measured in terms of trial rates than when they are measured in terms of total market
sales; and 6) when purchase intentions are collected in a comparative mode than when they are collected monadically.
© 2007 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Marketing managers routinely use purchase inten-
tions data to make strategic decisions concerning both
new and existing products, and the marketing
programs that support them. For new products,
purchase intentions are used in concept tests to help
managers determine whether a concept merits further
development, and in product tests to direct attention to
whether a new product merits being launched.
Furthermore, in planning the launch of a new product,
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purchase intentions help the manager decide in which
geographic markets and to which customer segments
the product should be launched (Sewall, 1978; Silk &
Urban, 1978; Urban & Hauser, 1993). For existing
products, purchase intentions are used to forecast
future demand (Juster, 1966; Morrison, 1979). These
forecasts are useful inputs when making decisions,
such as whether to increase or reduce production
levels, whether to change the size of the sales force,
and whether to initiate a price change. In addition,
purchase intentions are used to pretest advertising and
evaluate proposed promotions for both new and
existing products (Bird & Ehrenberg, 1966). Purchase
intentions are also extensively used by academic
researchers as proxy measures for purchase behavior
(e.g. Schlosser, 2003).
rs. Published by Elsevier B.V. All rights reserved.
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When managers and academic researchers rely on
purchase intentions, they hope, and implicitly assume,
that these measures will be predictive of subsequent
purchases. This notion is a cornerstone of many theo-
retical models of consumer behavior. For example,
Fishbein and Ajzen (1975, p. 368–369) wrote, “if one
wants to know whether or not an individual will per-
form a given behavior, the simplest and probably the
most efficient thing one can do is to ask the individual
whether he intends to perform that behavior.” Accord-
ing to Bagozzi (1983, p. 145) “intentions consti-
tute a willful state of choice where one makes a self-
implicated statement as to a future course of action.”
Warshaw (1980) notes that most formal consumer
behavior models show intent as being an intervening
variable between attitude and choice behavior, imply-
ing that intentions outperform beliefs or other cog-
nitive measures as behavioral correlates (e.g. Engel,
Blackwell, & Kollat, 1978; Howard & Sheth, 1969).

Unfortunately, the signal from empirical investiga-
tions of the link between respondents' stated intentions
and their ultimate behavior is not as clear. While most
studies find a significant positive relationship between
intent and behavior (Bemmaor, 1995; Clawson, 1971;
Ferber & Piskie, 1965; Granbois & Summers, 1975;
Newberry, Kleinz, & Boshoff, 2003; Pickering &
Isherwood, 1974; Taylor, Houlahan, & Gabriel, 1975),
the strength of this relationship seems to vary quite a bit.
For example, in a meta-analysis of a wide range of
applications of the Fishbein andAjzenmodel, Sheppard,
Hartwick, andWarshaw (1988) found that the frequency
weighted average correlation for the intention–behavior
relationship was 0.53; however, there were substantial
variations in the correlations across the studies they
examined. Indeed, the 95% confidence limits of the
average correlation were 0.15 and 0.92.

A natural question to ask, then, is “why do these
correlations vary so much?” The theory of planned
behavior states that intentions should only predict
behavior if the intentions are measured just prior to the
performance of the behavior, and if the behavior is under
the individual's sole volitional control (Ajzen, 1985).
However, in many marketing research studies these
conditions are difficult to meet. A typical study may
involve exposing respondents to a new concept descrip-
tion (e.g., a new automobile whose design is being
considered by an automobile producer) and measuring
both their attitude toward the concept and their intentions
to purchase it in the future. The respondents' intentions
may change between the time of the survey and the time
of a subsequent actual purchase decision. In addition, a
respondent will provide his or her own intention to
purchase the product, but other individuals in the re-
spondent's household may also play a role in the final
purchase decision.

The objective of this research, therefore, is to identify
the factors associated with an increased or decreased
correlation between purchase intentions and actual
purchasing. In two studies, we examine data collected
from a wide range of different settings that reflect the
real world diversity in how intentions studies are
conducted. In the next section we develop some a priori
hypotheses concerning the factors that moderate the
intent–behavior relationship. We then describe and
report the results from a meta-analysis conducted in
Study 1, and examine the results from Study 2 (a second
data set of sixty product tests). Finally, we discuss the
implications of our results, the limitations of this work,
and opportunities for continued research.

2. Potential moderators of the relationship between
purchase intentions and behavior

In Study 1, we used a meta-analysis (Assmus, Farley,
& Lehmann, 1984; Hunter, Schmidt, & Jackson, 1982)
to examine factors thatmoderate the correlation between
purchase intentions and purchase behavior. Assmus
et al. (1984) suggest the use of the following three
categories of moderators in meta-analyses: 1) differ-
ences in the research environment, 2) differences in
measurement, and 3) differences in estimation. They
also suggest a fourth category, namely differences in
model specification, and this is relevant for the many
studies that have used meta-analyses to examine
differences in the estimated parameters of a theoretical
model. However, this category is not relevant for our
research since we are examining a general summary
statistic (i.e., a correlation coefficient), and not the
estimated parameters of a specific model.

We examine four dimensions related to the specifics
of the research environment: i) the type of product
(new versus existing, durable versus non-durable),
ii) the level of product specificity for which consumers
were asked to provide intentions (brand level, sub-
brand (variants/flavors) level, or product category
level), iii) the type of study (experiments versus
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surveys, academic versus commercial), and iv) the
type of respondents (consumer versus business). We
consider three dimensions related to measurement:
i) how intentions were measured, ii) how behavior was
measured, and iii) the length of time between the two
measurements. Finally, we consider one dimension
related to estimation: how the relationship between
intentions and behavior (i.e., the correlation coeffi-
cient) was computed (e.g. across products or across
respondents). Whenever possible, we advance hypoth-
eses about specifically how we expect these variables
to moderate the intent–behavior relationship.

2.1. Specifics of the research environment

2.1.1. Type of product studied
Although no studies have systematically examined

how the correlation between purchase intentions and
behavior varies with the type of product, prior studies
provide some evidence suggesting that the nature of the
intentions–behavior relationship is different for differ-
ent types of products (Bemmaor, 1995; Bird &
Ehrenberg, 1966; Ferber & Piskie, 1965; Granbois &
Summers, 1975; Jamieson & Bass, 1989; Kalwani &
Silk, 1982). For example, Bemmaor's (1995) results
suggest that intentions predict behavior for existing
consumer products, but not for new products or
products targeted at business markets. Kalwani and
Silk (1982) found that a linear model provided a good
description of the relationship between intent and
purchases for durable goods (i.e., the higher the
intention, the more likely the individual is to purchase),
but that a piecewise linear model provided a better fit
for non-durable or packaged goods. Ferber and Piskie
(1965) found that consumers were more likely to fulfill
intentions for services than for durable goods.

Based on this literature, we therefore examine how
the strength of the intent–behavior relationship varies
across two product-related dimensions: (1) whether the
product is new or existing, and (2) whether the product
is a durable or non-durable good. For each dimension
we first define the different product types, and then
develop hypotheses. We suggest that the nature of the
intention–behavior relationship varies with the type of
product because the consumers' levels of familiarity
and product knowledge, and their involvement in the
decision processes, vary with the type of product under
consideration.
2.1.2. New versus existing products
There are several different definitions of what is meant

by a “new product” (Booz, Allen, & Hamilton, 1982). A
product might be a variant of an existing product (e.g., a
new flavor) that is new to the firm, but not to the market.
Alternatively, the productmight be a variant of an existing
product that is new to both the firm and the market.
Finally, a productmight have a product form that is new to
themarket.We consider a product to be new if it is new to
the market, i.e. it has at least one differentiating physical
attribute that no existing competitor has. We view the
introduction of such an attribute as triggering a change in
the way that customers evaluate the product.

Consumers are likely to have greater familiarity
with, and knowledge of, existing products than new
products (Johnson & Russo, 1984). For existing
products, consumers have the opportunity to obtain
product information by examining the product and any
available marketing communications such as adver-
tisements, by talking to salespeople and other con-
sumers who have had experience with the product, by
reading about the product in newspapers and maga-
zines, and by retrieving their own memories of product
related experiences. In contrast, for new products,
consumers are typically asked to state their purchase
intentions after they have been exposed to a concept
statement (a limited description of the product), or after
having been exposed to the product during a product
test, such as a taste test. Overall, we expect consumers
to havemore detailed information available for forming
intentions to purchase existing products compared to
new products. It should therefore be easier for
consumers to accurately predict whether or not they
will purchase an existing product than a new product.

In addition, prior research in social psychology has
shown that the relationship between intentions and
behavior is stronger if the behavior is one for which
individuals have prior experience (Bentler & Speckart,
1979; Feldman & Lynch, 1988). Consumers are more
likely to have prior experience with existing products
than new ones. Based on these arguments, we expect
that the correlation between purchase intentions and
behavior will be higher for existing products than for
new products.

H1. The correlation between purchase intentions and
behavior will be higher for existing products than for
new products.
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2.1.3. Durables versus non-durables
According to Kotler and Keller (2006, p. 324),

durable goods are “tangible goods that normally
survive many uses” and non-durable goods are
“tangible goods that are normally consumed in one or
a few uses.” Two characteristics of consumer durables
are likely to affect the predominant decision process.
First, durables are used repeatedly; second, they tend to
be higher in price than non-durables. The potential
(negative) consequences of making an incorrect
purchase decision may therefore be large for durable
goods. In contrast, non-durable goods are usually lower
in price and are typically consumed over much shorter
time periods than durables. Mistakes are easily
corrected at the next purchase occasion in the product
category. All other things being held constant, purchase
decisions for durable goods are seen as more important
to the consumer than purchase decisions for non-
durable goods. Such decisions are often characterized
by having high degrees of involvement (Antil, 1984).

It is likely that consumers spend more time gathering
information and evaluating alternatives when they
consider purchasing high involvement durable goods
than when they consider purchasing low involvement
non-durable goods. We expect that consumers should be
better able to predict their own future behavior for
decision making contexts that are more involving than
for contexts that are less involving, because of the more
formal nature of the decision process (Olshavsky &
Granbois, 1979). In addition, the purchase behavior for
non-durables can be considered to be more random
because there ismore variation in consumers' tastes (e.g.,
variety seeking, changes in tastes over time, etc.), and at
least in some cases there will be more variation in the
purchase environment for non-durables (more competi-
tors, more frequent use of promotions, etc.)1 Therefore,
we expect the intent–behavior relationship to be stronger
for durable goods than for non-durable goods.

H2. The correlation between purchase intentions and
behavior will be higher for durable goods than for non-
durable goods.
2.1.4. Product level
Purchase intentions are measured at different levels

of product specificity (i.e., consumers are asked about
1 We thank an anonymous reviewer for this comment.
their intentions to purchase models, brands, or
categories). For example, many commercial studies
ask consumers to provide their intentions for various
brands or models of a brand (e.g. different flavors of
yogurt). Many academic studies, on the other hand,
ask respondents about their intentions to buy at the
product category level (e.g., Jamieson & Bass, 1989;
Pickering & Isherwood, 1974). For the studies
included in our database, respondents were sometimes
asked whether they intended to buy a flavor or model
of a single brand; other times they were asked whether
they intended to buy a brand of product within in a
single product category; and still other times they were
asked whether they intended to purchase any product
within a specific product category.

We have no a priori expectations about whether or
not and how the differences in product level would
affect the intent–behavior relationship. Therefore, we
do not posit hypotheses, and instead examine any
differences in an exploratory fashion.

2.1.5. Type of study
Intentions data are collected for a variety of dif-

ferent types of studies. Businesses collect intentions
measures during concept and product tests, and as part
of other research projects (e.g., tracking surveys,
satisfaction surveys). Academics also collect inten-
tions measures in experimental and survey research.
Our database contains studies for five different study
types: concept tests, product tests, commercial sur-
veys, academic experiments, academic surveys.

We have no a priori expectations about whether or
not and how different study types would affect the
intent–behavior relationship. Therefore, we do not
posit hypotheses, and again examine any differences in
an exploratory fashion.

2.1.6. Customer type
Intentions data are used in both consumer and

business-to-business marketing. Traditionally, buyer
behavior in the business-to-business arena has been
thought to be more rational and scientific than in the
consumer arena. Business-to-business purchases are
more likely to be made with objective criteria relating to
economic and technical considerations than consumer
purchases are. This is not meant to imply that business
customers behave in a manner devoid of emotion and
personal prejudice. Rather, the professional aspects and
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personal accountability inherent in business-to-business
buying impose more of a rational and deliberate
approach than that in the typical consumer purchase
(Ames & Hlavacek, 1984, Chapter 3).

Given the higher degree of rationality and deliber-
ate processes for business versus consumer respon-
dents, we posit that the stated intentions–behavior
correlation will be higher for business customers than
for consumers.

H3. The correlation between purchase intentions and
behavior will be higher for business customers than for
consumers.

2.2. Measurement

The second major category of potential intention–
behavior moderators involves the measurement of
these constructs. Studies differ with respect to intent
measurement, behavior measurement, and the length
of the time horizon between the intent and behavior
measurements.

2.2.1. Intent measurement
Measures of intent differ in the precise question

wording, the number of scale points for the response,
and how responses are summarized. Questions can be
worded using “likelihood of purchase” or “likelihood
of trial” terms. A specific time horizon may or may not
be included in the questions (i.e. “How likely are you
to buy within the next six months?” e.g. Morwitz &
Schmittlein, 1992). Intentions are often measured
using binary (Kalish & Soref, 1993; Manski, 1990),
five-point (Taylor et al., 1975) or eleven-point scales
(Juster, 1966). In addition, intentions data are often
summarized and reported in different ways. Some
studies report the mean intention score (Miniard,
Obermiller, & Page, 1982; Miniard, Obermiller, &
Page, 1983; Warshaw, 1980), others report the median
(Sewall, 1981), and others report the proportion of
respondents who checked off the “top box” of the
intention scale (Pringle, Wilson, & Brody, 1982).

In principle, any or all of these differences can
affect the strength of the intention–behavior relation-
ship. We examine how the number of scale points and
the summary statistic used to report intentions
moderate the strength of the intent–behavior relation-
ship. Unfortunately, the precise question wording is
missing from descriptions of many of the studies, and
relatively few specify whether or not the purchase
intention question was asked with a time horizon.

2.2.2. Number of scale points
Kalwani and Silk (1982) show that if stated

intentions are distributed as a beta binomial, then the
reliability of an intentions scale increases with the
number of scale points. However, they also discuss
how the presence of response style biases may increase
with the number of scale points. The presence of these
biases is likely to reduce the strength of the intent–
behavior relationship. Overall, Kalwani and Silk
conclude that “the relative merits of longer versus
shorter intentions scales remains an unresolved
question” (p. 264). Therefore, we do not posit any
specific hypotheses concerning how the number of
scale points moderates the intent–behavior relation-
ship, but rather examine this in an exploratory fashion.

2.2.3. Intention summary
In addition to the number of points in the intentions

scale, studies may differ in the summary statistic used
to describe intentions (e.g., mean intent, median intent,
percent of respondents in the top intent scale point,
etc.). For many distributions, these different measures
are likely to be positively correlated. Given this, the
strength of the relationship between intentions and
behavior might not vary much with the intention
summary statistic. On the other hand, one might argue
that measures that use all of the available scale infor-
mation (e.g., a mean versus whether or not the top
scale point was checked) should be more predictive.
We therefore examine this in an exploratory fashion,
and do not posit a specific hypothesis.

2.2.4. Behavior measurement
Studies also differ in the summary statistic used to

measure purchase behavior. In some studies the
behavior measures reflect the trial rates (Jamieson,
1986; Warshaw, 1980; Wells, 1961), while in other
studies the behavior measures reflect the aggregate
sales or the share data (Harris, 1964; Sewall, 1981;
Silk & Urban, 1978). The latter class includes most
commercial applications.

To the best of our knowledge, there has been no
empirical work that has examined how the intent–
behavior relationship varies depending on whether
behavior is measured with trial, share, or market sales.



352 V.G. Morwitz et al. / International Journal of Forecasting 23 (2007) 347–364
However, we expect intentions to be better predictors of
the percentagewhowill buy a product thanmarket sales.
Market sales for a product reflect not onlywhether or not
consumers were willing to try the product, but also
consumers' repeat purchasing decisions and purchase
quantity decisions. Since we expect that consumers will
be better able to predict whether theywould try a product
once thanwhether theywould buy it more than once and
how often they would buy it, we predict that the intent–
behavior correlation will be stronger when behavior is
measured as the percentage who purchase, than when it
is measured as market sales.

H4. The correlation between purchase intentions and
behavior will be higher when behavior is measured as
the percentage who purchase than when it is measured
as market sales.

2.2.5. Length of the interval between intent and
behavior measurement

The strength of the relationship between intentions
and behavior might vary with the length of time
between when intentions and behavior are measured.
Fishbein and Ajzen (1975) state that purchase inten-
tions can only predict future behavior when they are
measured just prior to the performance of the behavior.
This theory suggests that the strength of the relation-
ship between intent and behavior should decrease as
the time between measurements increases. Common
sense also dictates that people should be better able to
predict what they will do in the short-run than in the
long-run. One reason for the decreasing ability of
intentions to predict behavior through time is that new
information about factors that affect the behavior may
become available after the elicitation of intentions
(Manski, 1990). For example, during the 18 months
Campbell Soup spent developing a product called
Juiceworks, three competitor products were introduced
(Miller & Tsiantor, 1987). In a situation such as this, it
is not surprising that the intentions measured during an
early concept test may not adequately predict the
ultimate market performance.

However, some empirical evidence also suggests
that the strength of the relationship between intentions
and behavior might increase with time. Research on
the planning fallacy has shown that people underes-
timate the length of time it will take them to complete a
task (Buehler, Griffin, & Ross, 1994). Related to this,
research has shown in a consumer context that con-
sumers sometimes delay purchasing a product relative
to their original purchase plans (Greenleaf & Leh-
mann, 1995). For example, Morwitz (1995) showed
that consumers who are making a first time purchase of
a personal computer underestimate how many months
it will take them to actually purchase the computer. In
situations where consumers are likely to delay making
a purchase, the relationship between intentions and
behavior might increase with the amount of time
between intent and behavior measurement because
consumers will have more time to fulfill their purchase
intentions.

Since it is not clear whether the strength of the
intent–behavior relationship should increase or de-
crease with the length of time between the intent and
behavior measurement, we do not posit any formal
hypothesis, and examine the role of time in an explor-
atory fashion.

2.3. Estimation

Finally, we examine how the strength of the intent–
behavior relationship depends on the precise manner in
which the correlation between them is computed. This
depends on both the amount of information available
from each study and the number of products examined
in the study.

2.3.1. Correlation form
Managers often compare measures of purchase

intentions or other related measures for a focal product
to benchmark measures obtained from other products
in order to assess the relative demand for the focal
product (Shocker & Hall, 1986; Urban & Katz, 1983;
Wind, 1982). Managers should only make decisions
based on these comparisons if the correlation between
intentions and behavior across products is high. Since
managers often interpret an intentions measure for one
product by comparing it to comparable measures for
other products, and since a primary goal of this paper is
to help managers design and interpret intentions
studies, we computed the intent–behavior correlation
across products whenever possible. In particular, when
three or more products are evaluated within a single
study, we compute an across-product correlation. That
is, we take the correlation between an aggregate
intent measure and an aggregate behavior measure
across products. When fewer than three products are
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evaluated in a single study we cannot compute a
correlation across products, and we instead computed
an across-respondent correlation. Studies that report
data for fewer than three products were not included in
our database unless they provided enough individ-
ual level data to allow us to compute a point-biserial
correlation across respondents. The point-biserial cor-
relation is between each respondent's stated level of
intent and whether or not each respondent eventually
purchased the product. Note that this correlation is
computed across respondents, and within a product.

Correlations between probabilistic (but essentially
continuous) predictions, such as those implied by
stated intentions and binary outcomes, such as buy–
don't buy, have upper bounds which are considerably
less than one (Hunter & Schmidt, 1990; Morrison,
1972). On the other hand, correlations between
probabilistic predictions and continuous outcomes,
such as penetration rates, are not similarly encum-
bered. Therefore, we expect that when the intention–
behavior correlation is computed across products it
will be higher than when it is computed across
respondents (i.e., point-biserial correlations).

H5. The correlation between purchase intentions and
behavior will be higher when it is computed across
products than when it is computed across respondents.

3. Study 1: meta-analysis

3.1. Data included in the meta-analysis

The first step in a meta-analysis involves selecting
the studies to be included. We collected studies from
two classes of sources: commercial and academic. The
commercial data were collected with the aid of a
Marketing Science Institute solicitation, along with a
few personal contacts, and are proprietary; however,
we were given permission to describe them in terms of
the factors examined in this paper. The academic data
were obtained by performing literature searches in
marketing, social psychology, economics and statistics
journals over the period 1940–2006. We included any
relevant study that measured both purchase intentions
and purchase behavior, and either reported an
intention–behavior correlation or provided raw data
in enough detail for us to compute such a correlation.
Note that there were also many intentions–behavior
studies in non-marketing disciplines that did not relate
specifically to purchasing behavior, and these were not
included. In addition, we do not include data from
simulated test markets such as ASSESSOR, where
consumers actually shop for products in a simulated
store, because consumers' responses are closer to
actual purchase than stated purchase intentions.

Our efforts produced a database which includes
intentions and behavior data from 40 different studies
conducted between the years of 1957 and 2006.
Combined, these studies provide data from more than
65,000 consumers on more than 200 different products.
The relevant details of the studies are presented in
Table 1. The average correlation between purchase
intentions and behavior across these 40 studies is .49 and
the standard deviation is .31. The correlations range
from a low value of − .13 to a high value of .99. Al-
though on average the correlation between intentions
and behavior was positive, as we would expect, we note
that there were a few studies for which there appears to
be no relationship, or even a slightly negative relation-
ship, between intentions and behavior. Similar results
were found by Sheppard et al. (1988) in their meta-
analysis of applications of the theory of reasoned action.

Each study in the meta-analysis was classified on
the basis of the factors described in the previous
section. Thus, for each study we have a value for the
intention–behavior correlation, and we know how that
study would be classified for each factor of interest.
Table 2 lists the number of studies at each level for
each factor, and when we have a prediction, also
summarizes the expected effect each factor will have
on the strength of the intent–behavior relationship.

3.2. Meta-analysis methodology

A common approach when conducting a meta-
analysis is to configure the study categories into a
natural quasi-experimental design and perform a
dummy variable regression (e.g. Assmus et al., 1984;
Farley, Lehmann, & Ryan, 1981; Sultan, Farley, &
Lehmann, 1990). This allows the researcher to both
assess the impact of each factor by examining the
statistical significance of the regression coefficients,
and establish a baseline prediction for the outcome of
any specific or hypothetical study by applying the
regression equation to the dummy variables which
categorize the study of interest.



Table 1
Description of studies included in the meta-analysis (Study 1)

Study R New/
existing

Durable/
non-durable

Product
level

Study
type

Customer
type

Number
of scale
points

Intention
summary

Behavior
measure

Time
between
intent and
behavior

Correlation
form

Proprietary .921 New Non-durable Model Concept test Consumer 5–7 Top box Pen/perc N12 months Product
Proprietary .671 New Non-durable Model Concept test Consumer 5–7 Top box Sales 12 months Product
Proprietary .659 Existing Durable Category Commercial

survey
Business Other Med/mean Sales 6 months Product

Proprietary .588 Existing Non-durable Brand Product test Consumer 5–7 Top box Sales 12 months Product
Proprietary .496 New Non-durable Model Product test Consumer 5–7 Top box Sales 12 months Product
Proprietary .452 Existing Non-durable Model Concept test Consumer 5–7 Top box Pen/perc dk Product
Proprietary .436 New Non-durable Model Concept test Consumer Other Top box Sales 12 months Product
Proprietary .301 New Non-durable Model Product test Consumer 5–7 Top box Sales 12 months Product
Proprietary .233 New Non-durable Model Concept test Consumer 5–7 Top box Sales 12 months Product
Proprietary .178 New Non-durable Model Product test Consumer 5–7 Top box Sales 12 months Product
Proprietary .142 New Non-durable Model Concept test Consumer 5–7 Top box Sales 12 months Product
Proprietary − .093 New Non-durable Brand Product test Consumer 5–7 Top box Sales 12 months Product
Wells (1961) .992 Existing Non-durable Brand Commercial

survey
Consumer 5–7 Top box Pen/perc under

1 month
Product

Warshaw
(1980)

.975 Existing Non-durable Brand Academic
survey

Consumer 11–21 Med/mean Pen/perc under
1 month

Product

Wells (1961) .969 Existing Non-durable Brand Commercial
survey

Consumer 5–7 Top box Pen/perc under
1 month

Product

Pickering and
Isherwood
(1974)

.929 Existing Durable Category Academic
survey

Consumer 11–21 Top box Pen/perc N12 months Product

Harris (1964) .910 New Durable Model Academic
experiment

Consumer 11–21 Top box Sales 6 months Product

Kalish and
Soref
(1993)

.903 Existing Durable Category Commercial
survey

Business Other Top box Pen/perc 12 months Product

Wilson,
Mathews,
and Harvey
(1975)

.900 Existing Non-durable Brand Academic
survey

Consumer 5–7 Level Other dk Individual

Miniard et al.
(1983)

.873 Existing Non-durable Brand Academic
experiment

Consumer 11–21 Top box Pen/perc Under
1 month

Product

Miniard et al.
(1982)

.808 Existing Non-durable Brand Academic
experiment

Consumer 11–21 Med/mean Pen/perc Under
1 month

Product

Theil and
Kosobud
(1968)

.703 Existing Durable Category Commercial
survey

Consumer 5–7 Level Pen/perc 12 months Individual

Gormley
(1974)

.550 Existing Non-durable Brand Academic
survey

Consumer 5–7 Top box Other Under
1 month

Product

McQuarrie
(1988)

.513 Existing Durable Category Academic
survey

Consumer Other Level Other N12 months Individual

Juster (1966);
Morrison
(1979)

.509 Existing Durable Category Commercial
survey

Consumer 11–21 Level Pen/perc N12 months Individual

Bemmaor
(1995)

.508 Existing Durable Category Commercial
survey

Consumer 11–21 Top box Pen/perc 12 months Product

De Janosi
(1959)

.430 Existing Durable Category Academic
survey

Consumer 5–7 Level Other 12 months Individual
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Table 1 (continued )

Study R New/
existing

Durable/
non-durable

Product
level

Study
type

Customer
type

Number
of scale
points

Intention
summary

Behavior
measure

Time
between
intent and
behavior

Correlation
form

Bonfield
(1974)

.402 Existing Non-durable Brand Academic
survey

Consumer 5–7 Level Other dk Individual

Juster (1966);
Morrison
(1979)

.397 Existing Durable Category Commercial
survey

Consumer 11–21 Level Pen/perc N12 months Individual

Harrell and
Bennett
(1974)

.370 Existing Non-durable Brand Commercial
survey

Consumer 5–7 Level Other dk Individual

Juster (1966);
Morrison
(1979)

.301 Existing Durable Category Commercial
survey

Consumer 11–21 Level Pen/perc N12 months Individual

Morwitz and
Schmittlein
(1992)

.298 Existing Durable Category Commercial
survey

Consumer Other Level Pen/perc N12 months Individual

McQuarrie
(1988)

.263 Existing Durable Category Academic
survey

Consumer 5–7 Level Pen/perc N12 months Individual

Kalish and
Soref
(1993)

.260 New Durable Category Commercial
survey

Business Other Level Pen/perc N12 months Individual

Sewall (1981) .251 New Durable Models Concept test Consumer 5–7 Med/mean Sales dk Product
Mueller

(1957)
.190 Existing Durable Category Academic

survey
Consumer Other Level Other 6 months Individual

Jamieson
(1986)

− .131 New Durable Category Academic
survey

Consumer 5–7 Top box Pen/
percent

6 months Product

Jamieson
(1986)

− .134 New Non-durable Category Academic
survey

Consumer 5–7 Top box Pen/perc 6 months Product
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In applying this general approach to our database,
we encounter three difficulties. First, the dependent
variable from each study that we focus on is a
correlation. When a population correlation is non-zero,
as we expect to be the case in this context, the
distribution of its sample value can be quite skewed
and problematic when statistical methods that assume
normally distributed dependent variables are used. We
remedy this by applying Fisher's Z-transform (Z=1 /2
{ln(1+ r)− ln(1− r)}) to the sample correlation. Z is
approximately normally distributed, and is conse-
quently amenable to standard statistical analyses
(Snedecor & Cochran, 1989).

Second, since the studies were conducted indepen-
dently and not with a future meta-analysis in mind,
some factors exhibit little variation, while others may
be highly correlated. Third, our analysis requires 22
dummy variables. A regression that contains 22 var-
iables with 40 data points has limited degrees of
freedom (Darlington, 1968). To address these three
issues, we conduct our meta-analysis in a three-step
procedure similar to that of Farley, Lehmann, and
Ryan (1982). In the first step, we remove any factors
for which 90% or more of the studies were conducted
at the same level. Specifically, we do not include
customer type in our analysis since 90% of the studies
involved consumer respondents. Thus we cannot test
Hypothesis 3.

In the second step, we remove any factors that are
perfectly correlated with some combination of others.
Two of the independent variables, correlation form and
intention summary, are highly correlated. In all studies
for which the correlation form is “between-products”,
the intention summary is equal to “level” (i.e., when a
correlation is computed across respondents and within
a product, the correlation is between the respondents'
stated “level” of intention and whether or not they
purchased). Since the intention summary measure
captures all the information provided by the correlation
form measure, plus a bit more, correlation form is



Table 2
Summary of factors examined in Study 1

Factor examined Number in-sample Dummy variable Hypothesized sign a

Research context
Product type

Existing 24 EXIST H1:+
New 16 Reference N/A
Durable 19 DUR H2:+
Non-durable 21 Reference N/A

Product level
Brand 11 PRODUCT1 ?
Category 17 PRODUCT2 ?
Model/flavor 12 Reference N/A

Study type
Academic experiment 4 TYPENV1 ?
Academic survey 12 TYPENV2 ?
Commercial survey 12 TYPENV3 ?
Concept test 7 TYPENV4 ?
Product test 5 Reference N/A

Customer type
Business 4 BUSCUST H3:+
Consumer 36 Reference N/A

Measurement
Number of scale points

11–21 points 10 SCALE1 ?
5–7 22 SCALE2 ?
Other 8 Reference N/A

Intention summary
Level 14 INDEPVR1 ?
Mean/median 4 INDEPVR2 ?
% Top box 22 Reference N/A

Behavior measure
Percent who bought 20 DEPVAR1 H4:+
Market sales 13 DEPVAR2 –
Other 7 Reference N/A

Time between intent and behavior
One month or less 7 TIME1 ?
Six months 5 TIME2 ?
12 months 13 TIME3 ?
More than 12 months 10 TIME4 ?
Unknown 5 Reference N/A

Estimation
Correlation form

Across products 26 UNIT H5:+
Within product 14 Reference N/A

a When we hypothesize that the dummy variable will be positive (negative) we indicate that with a + (−). Note that for each variable there is a
default level where no dummy variable is assigned. We use N/A for each default level. When we do not have a specific hypothesis we use the
symbol “?”.
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eliminated from further analysis. Therefore we cannot
test Hypothesis 5. Nevertheless, any findings we
obtain with respect to intention summary would also
have to be interpreted as potentially reflecting cor-
relation form.
In the third step, we take the dummy variables con-
tained in the remaining factors and find a “best subset” of
them in order to produce a final (dummy variable regres-
sion) model. Farley et al. (1982) used stepwise regression
to select a subset of their original set of variables for
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further scrutiny in their meta-analysis of consumer
decision process models. While stepwise regression
provides a useful heuristic, its biases have been well
documented (McIntyre, Montgomery, Srinivasan, &
Weitz, 1983; Vanhonacker, 1983). In order to minimize
the biases associated with stepwise regression, we use an
approach suggested by Mallows (1973) and recom-
mended by Draper and Smith (1981, p. 341). Mallows
developed a statistic, C(p), based on the prediction error
of a regression model with p parameters. He argues that
regressions with small prediction errors will have small
error sums of squares, and values of C(p) approximately
equal to p. We use Mallows' summary statistic to select a
model containing a subset of the independent variables.
We first identify the regressionmodels with the highestR-
squared values for each potential number of independent
variables (i.e., the best 1-variable model, 2-variable
model, etc.). We then select the regression model that
has the value ofC(p) that is closest to p as the final model.
Note that because we had limited degrees of freedom, we
did not examine any interactions between the study
factors.

For each study in the database, we first noted, or if
necessary computed, an intent–behavior correlation.We
next classified the characteristics of each study and
coded dummy variables for each level of each inde-
pendent factor. The names of the dummy variables
are listed in Table 2. Recall that anN level factor requires
N−1 dummy variables, with one level of the factor
taken as the reference level to which each dummy var-
iable is compared.

Some studies report sufficient detail to allow us to
compute intention–behavior correlations in a variety of
ways. For example, Pickering and Isherwood (1974)
report the distribution of the level of intent and the
subsequent purchase data (i.e., proportion buying)
within each level of intent for 18 existing durable
good product categories. In this case, we could either
compute 18 across-respondent correlations or compute a
single across-product correlation between intent and
behavior across the 18 products.Where we had a choice,
we always computed the intent–behavior correlation in
the manner most commonly used in the commercial
studies, in order to make our results as useful as possible
for marketing managers. These studies most often
computed cross-product correlations, and typically
used top box scores to summarize intentions data.
Therefore, the Pickering and Isherwood data appear in
our database as a single across-products correlation of
top box scoreswith the proportion buying. Several of the
studies reported in the academic literature report the
same data for different time intervals (i.e., different
amounts of time between the intent and behavior
measurements). In these cases, we always select the
longest time period available.

3.3. Results

Applying the procedure outlined in the previous
section, we arrived at the five variable model (six
parameters including the intercept) reported in Table 3
(C( p) =6.122). All independent variables in the
regression are significantly different from zero. The
p-values reported in the table are one-sided for the
variables for which specific hypotheses are reported in
Table 2; the other p-values are two-sided.

3.3.1. Specifics of the research environment
The results indicate that product type and product

level both significantly moderate the intent–behavior
relationship.

3.3.1.1. Product type. As hypothesized, the dummy
variables EXIST (product type=existing) and DUR
(product type=durable) were significant in the best
subset model. The intention–behavior correlation is
significantly higher for existing products than for new
ones, supporting Hypothesis 1. It is also significantly
higher for durables than for non-durables, supporting
Hypothesis 2.

These results have important implications for
current practice. They suggest that intentions are least
predictive of consumer behavior for the very product
types where they are most often used: for new, non-
durable products (Gruber, 1970; Haley & Case, 1979;
Jamieson & Bass, 1989; Pringle et al., 1982). This
highlights the need for improved methods for eliciting
purchase intentions for these products, and the need to
develop alternative methods for forecasting sales for
new concepts and products. Several market research
suppliers collect intentions data for clients, and also
offer proprietary models that use weighted levels of
intent as one input to forecast sales of new packaged
goods, (e.g., BASES, ENTRO, ESP, and NEWS, see
Morwitz, 1991). These providers report impressive
success rates for their proprietary methodologies. An



Table3
Best subset regression of factors affecting the intent–behavior correlation (Study 1)

Factors examined Dummy variable Coefficient Standard error t p-value

INTERCEPT .3361 .1444 2.328 .0260
Research context
Product type EXIST .3733 .1893 1.972 .0284

DUR .4537 .2673 1.697 .0494
Product level PRODUCT2 − .9579 .3091 −3.099 .0039
Study type
Customer type

Measurement
Number of scale points
Intention summary
Behavior measure DEPVAR1 .5098 .1897 2.688 .0056
Time between intent and behavior TIME1 .5552 .2554 2.174 .0368

Estimation
Correlation form

R2= .5316 C(p)=6.122

The dependent variable is Fisher's Z transformation of the intent–behavior correlation.
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interesting issue, then, is how much weight these
models place on intentions data versus the other factors
used to forecast new product sales.

3.3.1.2. Product level. The negative coefficient for
PRODUCT2 (product level=category) suggests that
intention–behavior correlations are significantly lower
when the correlation is computed across categories
than when it is computed across models, flavors, or
brands within a category. Although we did not have
any a priori hypotheses about this, the result seems
logical post hoc. It is possible that some of the biases
associated with intentions measures may be common
to all products within a single product category, but
may vary across product categories. For example,
consumers may systematically overstate their inten-
tions to purchase socially desirable products (e.g.,
healthy products, recyclable products), and may
systematically understate their intentions to purchase
socially undesirable products (e.g., cigarettes, high-fat
foods, etc.). Therefore, when a correlation is computed
across products within the same product category, the
biases associated with the product category are common
to all products within the category, and therefore do not
affect the strength of the intent–behavior correlation. In
contrast, when a correlation is computed across product
categories, the biases associated with each categorymay
operate in different directions, and may consequently
diminish the strength of the intent–behavior correlation.
3.3.2. Measurement
The results indicate that the type of behavior mea-

sure and the time between intent and behavior mea-
surement significantly moderate the intent–behavior
relationship.

3.3.2.1. Behavior measurement. Supporting Hypoth-
esis 4, intention–behavior correlations are higher when
behavior is measured as the proportion of people that
buy, than when behavior is measured as the ultimate
market sales. Intentions measures typically ask respon-
dents how likely they are to purchase the product once.
It is not surprising, then, that these measures are more
highly correlated with behavior measures that reflect
trial purchasing than with measures that reflect both trial
and repeat purchase behavior.

3.3.2.2. Time between intent and behavior measure-
ment. The positive coefficient for TIME1 (time=
one month or less) suggests that shorter intervals are
significantly associated with higher intent–behavior
correlations. This suggests that consumers are able to
more accurately predict their behavior for short time
horizons than for longer time horizons.

An alternative explanation is that the time between
intent and behavior measurement is correlated with the
type of product under examination because it reflects
the typical inter-purchase time for different types of
products. In particular, we might expect the length of
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this time interval (denoted LENGTH) to be longer for
durable goods than for non-durable goods, since the
typical inter-purchase time is longer for durables than
for non-durables. We conducted a t-test and found that
LENGTH was significantly longer for durable goods
(14.6) than for non-durable goods (8.3) ( p=.015). If
the TIME1 result was an artifact of the durable–non-
durable distinction, the longer LENGTH and higher
correlations for durables would produce results
directionally opposite to that of a positive, significant
coefficient for TIME1. Therefore, we believe that our
results suggest that consumers are better able to predict
what they will do over short periods of time than long
periods of time.

4. Study 2: analysis of sixty comparable product tests

4.1. Study motivation

We conducted Study 2 both to help increase the
confidence in the results of Study 1, and to extend the
findings. In Study 1 we intentionally examined a wide
range of studies with varying characteristics, reflective
of the actual diversity in how intentions studies are
conducted. However, because the studies included in
the meta-analysis were quite varied, and because we
could not control for all possible differences across
studies, it is possible that the observed results could
have been caused by factors not included in the meta-
analysis model. Thus, we cannot eliminate the
possibility that some factors not enumerated in this
study could be masking some differences in the stated
intent–behavior relationship and enhancing others.
Therefore, in Study 2, we examine data from studies
conducted in very similar ways, and attempt to rep-
licate one finding from Study 1 and identify some new
ones. To the extent that any findings from the meta-
analysis are confirmed in these data, we become more
confident in the conclusions we have drawn up to this
point in the paper.

4.2. Data and methodology

In Study 2 we analyze data from 60 separate
intentions studies obtained from a major multinational
packaged goods manufacturer in response to the
Marketing Science Institute solicitation. All studies
involved tests of actual products that were eventually
launched into the market. These data are based on
interviews of more than 16,000 consumers and the
ultimate sales of these products in the marketplace.
These data allow us to re-examine onemoderating factor
from Study 1 and look at some new ones. In contrast to
the studies in the previous analysis, these sixty were
conducted in very similar ways. All of the products
considered were non-durable goods within the same
product category. All of the studies were product tests
for different products, conducted at different points in
time. For all tests, intentionsweremeasured using a five-
point likelihood of purchase scale, and behavior was
measured as the twelve-month unit sales adjusted for
distribution coverage.

However, there were also some important differ-
ences across these studies that enable us to further
examine moderators of the intent–behavior relation-
ship. Eight of the product tests involved new product
variants, while 18 involved established product
variants. (Note that the numbers summed across
categories do not add up to 60 because of difficulties
in determining whether some of the products tested
were new or existing. For similar reasons, the numbers
in the groupings below do not always add up to 60.) By
comparing the data for these product variants, we can
test the validity of our previous finding that intentions
are better predictors of sales of existing products than
of new products. For twenty of the product tests,
respondents only evaluated a single product variant of
interest. For 39 of the product tests, respondents were
asked to compare the product variant of interest to a
different product variant. Finally, in fifty of the product
tests, the brand name was not revealed to the respon-
dents prior to intent measurement. In eight, it was.
Thus, in addition to further examining the new-exist-
ing distinction, we have the ability to determine
whether the presence of a brand name and the intro-
duction of comparative testing moderates the intent–
behavior relationship.

The exact data provided to us were the intentions
value for each respondent and the market sales for each
product. For each product we compute the percentage
of respondents who checked off the top box of the
intentions scale (i.e., “definitely will buy”). This is the
aggregate level intentions summary statistic that we
examine together with market sales. (We also repeated
the analysis using the average intention score for each
product, and obtained nearly identical results.) We



Table 4
Correlations from sixty comparable product tests (Study 2)

Overall r=.414⁎⁎ (n=60)
New versus established

New r=− .177 (n=8)
Established r=.751⁎⁎ (n=18)
Unknown r=.082 (n=34)

Evaluated in comparative or non-comparative mode
Comparative mode r=.530⁎⁎ (n=40)
Non-comparative mode r=− .088 (n=20)

Brand name provided or not provided
Brand name provided r=.384 (n=8)
Brand name not provided r=.473⁎⁎ (n=50)
Unknown – (n=2)

Comparative mode — new versus established
New r=− .177 (n=8)
Established r=.767⁎⁎ (n=17)
Unknown r=.068 (n=15)

Brand name not provided — new versus established
New r=− .096 (n=7)
Established r=.751⁎⁎ (n=18)
Unknown r=− .253⁎ (n=25)

⁎ Significant at pb .05.
⁎⁎ Significant at pb .01.
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begin by computing a single intent–behavior correla-
tion across all sixty studies (r=.414). The differences
between the studies essentially form part of a 2×2×2
factorial with the following treatments: product type
(new-existing), brand name (given-not), and mode
(comparative-monadic). Unfortunately, the design is
extremely unbalanced and some of the cells are empty.
In particular, all tests involving new product models
were conducted in a comparative mode (and in only
one of them was the brand name provided). Thus there
are no new product tests done in a monadic mode.
Consequently, we must be extremely cautious in inter-
preting our results. In addition, given the extremely
unbalanced nature of the design, rather than using
regression analysis as in Study 1, we simply assess the
effect of each treatment by computing separate inten-
tion–behavior correlations for studies with the same
level of each treatment (e.g., we compute one correlation
for all studies involving new product variants, and a
separate correlation for studies involving existing
product variants).

4.3. Results

The results are summarized in Table 4. We find
further evidence that intentions are better predictors of
behavior for existing products than for new products.
Specifically, the intent–sales correlation is .751 for the
18 existing products and − .177 for the eight new
products. The two correlations are significantly dif-
ferent, and the correlation for existing products is
significantly greater than zero, while the correlation for
new products does not differ significantly from zero.

We also find that intentions are only significant and
positive predictors of behavior for the forty products
that were evaluated in a comparative mode (r=.530),
not for the twenty products that were evaluated in a
non-comparative mode (r= .088). This finding, which
we were unable to pursue in our meta-analysis, is even
more salient when we realize that all of the new
products were evaluated comparatively. Thus, the
comparative correlation might be understated relative
to the non-comparative one because new products
have inherently lower intention–behavior correlations.

Finally, whether or not respondents are told the
brand name of a product does not appear to moderate
the intent–behavior relationship. The intent–sales
correlation is .384 for the eight products for which
the brand name was provided and .473 for the fifty
products for which the brand name was not provided.
These correlations are not significantly different.
Although the correlation was only significantly
different from zero when the brand name was not
provided, the correlations do not vary as much as for
the previous two factors. In addition, the sample size
for branded products is quite small (n=8). The lack of
significance of providing the brand name does not seem
to be an artifact of the unbalanced design, since the
proportions of new products in each condition are very
close (1 out of 8 when the brand name is provided, and
7 out of 50 when the brand name is not provided).

To sum up, this additional data set allowed us to
reconfirm the new-existing finding from the meta-
analysis, and additionally establish that the intent–
behavior correlation is higher when intentions data
are collected in a comparative mode than in a non-
comparative mode.

5. Conclusion

The analyses described in this paper demonstrate that
the strength of the relationship between respondents'
stated intentions and their ultimate purchase behavior
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varies with the types of products that are studied and the
way that these data are collected. Specifically, the results
suggest that intentions are more correlated with
purchases (1) for existing products than for newproducts;
(2) for durable products than for non-durable products;
(3) when respondents are asked to provide intentions to
purchase specific brands or models than when they are
asked to provide intentions to buy at the product category
level; (4) when purchase levels are measured in terms of
trial rates rather than total market sales; (5) for short time
horizons than for long time horizons; and (6) when
intentions are collected in a comparativemode thanwhen
they are collected monadically.

5.1. Implications

Overall, the results indicate that purchase intentions
are predictive of future behavior, and that much of the
variation in the intent–behavior relationship can be
explained by the characteristics of the study. These results
suggest that consumers will be better able to accurately
predict their future purchasing when the purchase
decision is relatively easy (e.g., the purchase will occur
in a short time horizon, the consumer is familiar with and
knowledgeable about the product, the product description
(level) is explicit, and the tradeoffs involved in purchasing
this product versus another are made explicit). They also
suggest that intentionswill bemore predictive of behavior
when the consequences of purchasing are great, and
consumers therefore deliberate considerably about the
purchase decision (e.g., purchasing a high involvement
durable good). Future studies should explicitly examine
the role of ease of making a purchase decision, the extent
to which deliberation is involved in making a purchase
decision, and their interactions on the strength of the
intent–behavior relationship.

Managers can use the results obtained from the meta-
analysis to improve the design of their intentions studies.
For example, the results suggest that if intentions are
collected in a comparative mode rather than a monadic
mode, the correlation between intentions and subsequent
behaviorwill be higher. Similarly, the results suggest that
the correlation between intentions and behavior will be
greater for short time periods than for longer time
periods. However, in some cases managers must include
factors in their studies that we have shown reduce the
strength of the intent–behavior relationship, because the
factors are inherent to what is being studied. In these
cases, managers can use these results to help determine
how much weight to place on purchase intentions
measures in sales forecasts relative to other factors
that may be predictive of future sales (e.g., past sales
managerial intuition, dollar expenditures on advertising,
distribution, promotion, etc.; see Armstrong, Morwitz,
& Kumar, 2000, and Kumar, Nagpal, & Venkatesan,
2002, for discussions concerning combining intentions
with other predictors of purchasing). For example,
althoughwe found that the intent–behavior correlation is
higher for existing products than for new products,
managerswill still want tomeasure consumers' purchase
intentions for new concepts and products to enable them
to make strategic decisions about whether and how to
launch these products. In these cases, the results of the
meta-analysis model presented in Table 3 can be used by
managers to determine how strong they should expect
the intent–behavior correlation to be, and therefore how
much weight they should place on intentions in a
forecasting model, given the characteristics of the study.
Specifically, an estimate of the intent–behavior correla-
tion can be obtained by multiplying the coefficients in
Table 3 by the relevant dummy variables, adding the
intercept, and then applying the inverse Fisher's Z
transformation shown below (Snedecor & Cochran
1989, p. 475).

For example, a manager who conducted a study
where intentions were measured for a new flavor of
potato chips (i.e., a new non-durable where intentions
data were collected at the product flavor level), should
expect a correlation of .324 between intent and dollar
sales for the first 12months (Z=.336=.3361+.3373(0)+
.4537(0)− .9579(0)+.5098(0)+.5552(0); r=.324). The
manager should keep this relatively weak correlation in
mind when making strategic decisions based on
consumers' stated purchase intentions. Given these
results, the manager might decide to place more weight
on his or her intuition and on planned expenditures for
advertising, distribution, and promotion, and less
weight on intentions in a forecasting model. Note
that in this case, if the manager could make strategic
decisions about this potato chip flavor based on the
expected relationship between intentions and the
percentage of consumers who would purchase in the
first 12 months (versus dollar sales), the expected cor-
relation between intent and behavior would be higher
(Z= .846 = .3361 + .3373(0) + .4537(0)− .9579(0) +
.5098(1)+ .5552(0); r=.690).
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5.2. Limitations

Several important limitations should be noted about
our research. First, although we did an exhaustive search
of the existing literature and several corporations were
kind enough to let us look at their records, our overall
sample size is still relatively small, forty studies. Purchase
intentions have been studied for many years, yet there are
still not many documented studies concerning their pre-
dictive accuracy.

Second, the studies included in the meta-analysis vary
in other dimensions which we were unable to control for
in our analyses. While we would have liked to control for
all differences across studies, we did not have sufficient
information from many of them to be able to control for
all of these factors. Overall, though, we believe that the
effects of other potential differences across the studieswill
be smaller inmagnitude and less relevant to themarketing
manager than the dimensions for which we do control.

Our results are also subject to a truncation bias. The
only products for which measures of behavior are
available are those that were eventually introduced.
Presumably those products are the ones that had higher
intention scores. It stands to reason then that a truncation
bias would minimize the variance of the intention
scores. This would tend to mask the intention–behavior
relationship and deflate the correlations that we studied.

For most of the studies examined, intentions and be-
haviorweremeasured among the same sample of research
participants. Chandon, Morwitz, and Reinartz (2005)
showed that the relationship between someone's true
intentions (their latent intention to buy the product which
is independent of the survey measurement) and purchas-
ing will be stronger when both measures are obtained
from the same sample. In contrast to the truncation bias,
this would tend to strengthen the intention–behavior
relationship and enhance the correlations that we studied.

5.3. Future research

The finding that the predictive accuracy of purchase
intentions is lower for new products, for non-durable
goods, and for more temporally distant purchase occa-
sions suggests the need for future research onmethods for
improving consumer predictions in these contexts. For
low involvement purchases of non-durable goods,
respondents may form a purchase intention only once
they have been asked in a survey (Morwitz, Johnson, &
Schmittlein, 1993). Theymay therefore not consider all of
the aspects of the purchase situation that theywould have,
had they given the situation more involved thought. They
may place less weight on the negative aspects of
purchasing the product and place more weight on the
positive aspects. For example, they might place more
weight on the benefits they expect to obtain by using the
product and less weight on the cost of giving up the
product they currently use. Wright and Kriewall (1980)
demonstrated that consumers who thought that consump-
tion of the product was a distant event used simpler
evaluation strategies and placed less weight on negative
information.When consumption seemed imminent, more
complex evaluation strategies were used and negative
information was weighted more heavily. Hoch (1984)
found that likelihood judgements for future events were
influenced by whichever side of the issue the subjects
thought of first. If pro-purchase reasons are thought of
first, it might inhibit the generation of anti-purchase
reasons and create an overstatement of intent. One way to
improve the validity of intention measures might be to
prompt the respondent to think of reasons both against
and for a future purchase, and to encourage them to
imagine the purchase decision as imminent.

Warshaw (1980) suggested that the weak relationship
observed between purchase intentions and subsequent
purchasing in some previous studies may be the result of
the lack of contextually specific intention measures. His
research demonstrated that when respondents were asked
questions about purchase contexts (e.g., where they
would purchase the product), purchase intentions were
more predictive of subsequent purchase. The implication
is that marketing practitioners should use conditional
intentions measures rather than direct measures. Howev-
er, in a replication of Warshaw's study, Miniard et al.
(1983) found no evidence that conditional intention
measures are better predictors than directmeasures.Given
the weaker performance of direct intention measures for
new products and non-durable goods observed in this
paper, we believe that further studies of the performance
of conditional measures should be pursued.
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