
www.elsevier.com/locate/foodqual

Food Quality and Preference 17 (2006) 257–265
A cluster approach to analyze preference data: Choice of the
number of clusters

Karin Sahmer *, Evelyne Vigneau, El Mostafa Qannari
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Abstract

We consider the clustering of a panel of consumers according to their scores of liking. The procedure is based on a cluster of

variables approach proposed by Vigneau et al. [Vigneau, E., Qannari, E. M., Punter, P. H., & Knoops, S. (2001). Segmentation

of a panel of consumers using clustering of variables around latent directions of preference. Food Quality and Preference, 12,

259–363]. We aim at setting up a hypothesis-testing framework in order to determine the appropriate number of clusters. The pro-

cedure consists of two steps. Firstly, a cluster tendency test determines if there is more than one cluster. Secondly, a hierarchical

algorithm is performed and cluster validity tests at the different levels of the hierarchy indicate the appropriate number of clusters.

Once the number of clusters is determined, a partitioning algorithm is implemented by considering as a starting point the partition

obtained from the hierarchical algorithm. We illustrate the method on preference data from a European sensory and consumer study

on coffee [ESN (1996). A European sensory and consumer study: A case study on coffee. European Sensory Network] and we undergo

a simulation study in order to assess the efficiency of the procedure.

� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Preference studies where a panel of consumers score

different products according to their liking are very pop-

ular and very useful for product development. The re-

sults can be used to put on the market products that

are liked very much. However, the consumers differ in

their preferences and it is of prime interest to detect

the existence of segments among the panel of consumers.
Very often, preference data are analyzed by means of an

internal preference mapping (Greenhoff & MacFie,

1994). Different groups of consumers can be determined

by a visual inspection of the loading plot. However, this

becomes very cumbersome and time consuming when
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the number of consumers is large and when the percent-
age of the total variance of the preference data explained

by the first two principal components is small. An auto-

matic tool to identify homogenous clusters of consumers

is needed (Helgesen, Solheim, & Næs, 1997).

Vigneau, Qannari, Punter, and Knoops (2001) pro-

posed a clustering of variables approach that directly

gives clusters of consumers and, for each cluster, a latent

variable that represents the preferences of the cluster. It
consists of a partitioning algorithm that takes as a start-

ing point the outcomes of a hierarchical clustering pro-

cedure. A plot of the clustering criterion in the hierarchy

can help to decide the number of clusters. For different

clustering methods, Hardy (1996) showed that this

graphical method gives interesting results. However,

the graphical identification seems to be very subjective.

Duda, Hart, and Stork (2001) propose a significance test.
Their approach concerns the clustering of individuals
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and assumes a normal distribution. For the clustering of

variables, the VARCLUS procedure of the SAS soft-

ware contains a stopping rule (SAS/STAT, 1999). This

stopping rule depends on the options chosen by the user

and does not have a hypothesis testing background. We

propose a hypothesis testing approach to determine how
many clusters of variables (consumers) there are in the

data at hand. In a first step, the cluster tendency is as-

sessed, that is, we test whether or not there are different

clusters of variables. In a second step, the number of

clusters is determined by cluster validity tests at each

level of the hierarchy.
2. Clustering of variables approach for segmenting a panel

of consumers

The method of analysis aims at segmenting a panel of

consumers around a small number of latent components

that represent the main directions of preference in the

panel (Vigneau et al., 2001). The scores of acceptability

of p consumers for n products are arranged in a (n · p)-
matrix denoted by X. We assume that there are K (to be
defined) groups (G1, . . . ,GK) of consumers such that the

consumers in one group have the same liking pattern,

while consumers of different groups differ in their prefer-

ences. The preferences of the whole panel can be sum-

marized by K latent variables c(1), c(2), . . . ,c(K), each of
them representing one segment. If consumer j belongs

to group Gk, his or her score for product i is given by

zij ¼ cðkÞi þ eij. ð1Þ
However, it is well known that the consumers use the

scale differently. Each consumer has a shift aj and a scal-

ing factor bj. Therefore, we do not observe the values zij
but a transformation

xij ¼ aj þ bjðcðkÞi þ eijÞ. ð2Þ
As a first step of the analysis, the values in X are stan-
dardized to obtain the matrix Z whose columns have

zero mean and unit variance.

For a given number K of groups, the problem con-

sists in minimizing the quantity (Vigneau, Qannari, Sah-

mer, & Ladiray, in press):

Q ¼ 1
n

XK
k¼1

X
j2Gk

kzj � cðkÞk2. ð3Þ

This quantity reflects the principle of the procedure
which states that consumers in each segment Gk should

be as close as possible to the latent variable c(k). It is
clear from criterion Q that the classification procedure

is similar to the k-means algorithm. However, we con-

sider herein this criterion within a framework of cluster

analysis of variables that proved to be particularly

appropriate to investigate the structure of preference
data and to take account of external variables such as

sensory or instrumental measurements (Vigneau & Qan-

nari, 2002). We can remark that in previous papers Vig-

neau et al. (2001, 2002) used a slightly different criterion

based on the covariance between the scores of preference

and the latent variables. Nevertheless, the clustering
procedure itself is the same. The procedure for the

choice of the number of clusters described below can

be used with both criteria. If we know which variable be-

longs to which group, Q is minimized by choosing

cðkÞ ¼ �zk, the average of the standardized variables

belonging to group Gk.

In general, the appropriate number of clusters is not

known. Moreover, if there is more than one cluster, we
have to determine which variable belongs to which clus-

ter. For these purposes, we perform the following proce-

dure. First of all, a cluster tendency test is run. It aims at

deciding whether or not there is more than one cluster.

If there is just one cluster, no clustering is needed: the

consumers have the same preferences for the products

or do not express any consistent differences of preference

among the products. If there is more than one group an
agglomerative hierarchical clustering algorithm is per-

formed and at each level of the hierarchy a cluster valid-

ity test is undergone. These cluster validity tests help in

choosing the number of groups of consumers. There-

after, we cut the hierarchical tree at the chosen level

and, finally, perform a partitioning algorithm by consid-

ering the partition obtained from the hierarchical algo-

rithm as a starting point. This last step usually leads
to a better partition in that sense that criterion Q be-

comes smaller. In what follows, we emphasize on the test

procedures: the cluster tendency test and the cluster

validity test.
3. Cluster tendency test

This test makes it possible to assess whether there is

more than one group of consumers. If there is only

one cluster, all the preferences can be summarized by

one latent variable c, the average over all standardized
variables. Let us consider the residual matrix E,

E ¼ ðz1; z2; . . . zpÞ � ðc; c; . . . ; cÞ; ð4Þ
which is formed by the difference between each variable

and the latent variable c.
If there are actually K (K P 2) clusters, E is struc-

tured because there is more information in the data than

what is reflected by c and the model z = c + e does not fit
the data. Contrariwise, if there is not any structure in E,
we have an indication that all information concerning

the preferences is summarized by c or that there is no
structure in the preference data themselves (no well iden-

tified clusters). From this standpoint, the hypotheses can
be stated as follows:



Fig. 1. Bootstrap procedure for the cluster tendency test.
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H0: E is formed by noise: K = 1 or no group at all.
H1: E is structured: K P 2.

The test statistic T is based on the r(r =

min(n � 1, p � 1)) non-null eigenvalues of the variance
covariance matrix of the residuals ð1nE

tEÞ. With
(k1, . . . ,km, . . . ,kr) referring to these eigenvalues, the

statistic T is defined by:

T ¼
Qr

m¼1km

� �1=r
1
r

Pr
m¼1km

. ð5Þ

This test statistic is usually used to test the sphericity of

a matrix (Basilevsky, 1994) and represents the ratio of

the geometric and the arithmetic mean of the eigen-

values. It is always comprised between zero and one.

If E is just formed by noise, T will be close to one. In
order to decide if the observed T value is likely to be ob-

served when H0 is true, it is necessary to draw the distri-

bution of T under H0. A Bootstrap procedure is used to

reach an estimation of this distribution (Efron & Tibsh-

irani, 1993). This procedure is based on the model under

H0 where the score of consumer j to product i can be

written as:

xij ¼ aj þ bjðci þ eijÞ ð6Þ
where the scaling factor bj and the translation parameter

aj of each consumer j are estimated by the mean and

standard deviation of the column j of the data matrix

X. The latent variable c is estimated by the average of
the standardized scores. In order to obtain simulated

data matrices X* which conform with the null hypo-

thesis, we use, on the one hand, the estimations of the
parameters aj and bj for each consumer computed above

and, on the other hand, we use the values of the actual

matrix E (denoted by EOBS) to generate the values of
the noise. For this purpose, all the observed residuals

(entries of matrix EOBS) are considered as one set with-
out paying attention to the row or column to which they

belong. In a subsequent stage, n * p values e* are drawn
with replacement from this set. These values are inde-
pendent and come from the same distribution. Accord-

ing to Eq. (6), the Bootstrap values are obtained by:

x�ij ¼ aj þ bj ci þ e�ij

� �
ð7Þ

which form the entries of the matrix X*. Thereafter, the
same procedure as for the observed matrix X is under-
gone on X*. The associated matrix of residuals is given
by:

E� ¼ ðz�1; z�2; . . . ; z�pÞ � ðc�; c�; . . . ; c�Þ ð8Þ
where z�1; z

�
2; . . . ; z

�
p are obtained from X* after centering

and standardization and c* is the latent variable (aver-
age of the z�j ). Eventually, the value T

* of the test statis-
tic T is calculated. The procedure is repeated B times.

The principle of this Bootstrap procedure is depicted

in Fig. 1.
The decision as whether to reject or not H0 is based

on evaluating the likelihood of obtaining a value equal

or smaller than the actual value TOBS of T (observed

from the data) using the empirical distribution obtained

from the Bootstrap procedure. More precisely, if less

than a (for instance, a = 5%) of the simulated values
T* are smaller than TOBS, we reject H0 and decide that

there is more than one cluster.
4. Cluster validity test

If the cluster tendency test leads to the rejection of the

null hypothesis implying that there is more than one
cluster, then we have to determine how many clusters

there are. For this purpose, we consider the evolution

of criterion Q in the course of the hierarchical algorithm.

An equivalent expression of Q is given by:

Q ¼ p �
XK
k¼1

pkVarð�zkÞ ð9Þ

where Varð�zkÞ denotes the variance of �zk. At a given
stage of the hierarchy, two clusters A and B (containing

pA and pB variables, respectively) are merged into cluster

A [ B, and the criterion Q increases by:

DQ ¼ pAVarð�zAÞ þ pBVarð�zBÞ � ðpA þ pBÞVarð�zA[BÞ
ð10Þ

If consumers in clusters A and B have the same patterns

of liking, then DQ will be close to zero. Contrariwise, if
groups A and B are well separated groups, the variabil-

ity of the centroid of the new group does not reflect the

variability of the centroids of the two groups. In this
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case DQ is large. With g being the number of groups

after merging, we have the hypotheses:

H0: DQ = 0! merge without significant loss of infor-

mation (K 6 g).

H1: DQ > 0! do not merge (K > g).

It is relevant to relate DQ to the contribution of the

groups A and B to criterion Q. Thus, we consider the

test statistic

D ¼ DQ
pAVarð�zAÞ þ pBVarð�zBÞ

. ð11Þ

In order to set up a hypothesis testing strategy, we need

to draw the distribution of D under H0. For this pur-

pose, (pA + pB) variables are randomly selected from

all p variables and divided at random into two groups

of pA and pB variables respectively. Each of these two

groups represent a random sample of all variables. Dif-

ferences between the two groups are accidental. The cor-
responding value of D, which we denote D*, represents a

value which is likely to be observed under H0. If less
Fig. 2. Test procedure.
than a of the D* are larger than the observed D, we state
at the level a that DQ is larger than zero.

In order to decide the number of clusters, the cluster

validity tests at different levels of the hierarchy are run in

an ascending order. More precisely, after having decided

(by means of the cluster tendency test) that there is more
than one group, we test if there are more than two

groups. If the hypothesis of two groups is rejected, we

consider the following test to decide if there are three

groups or more, and so forth. The procedure is depicted

in Fig. 2.
5. Simulation study

In order to assess the efficiency of the test procedure,

a simulation study was set up. This consists in simulat-

ing preference data with a known number of segments.

Thereafter, the procedure described above is performed

and we compared the number of clusters determined

from this procedure with the actual number of clusters.

The simulation of preference data sets is based on the
model given by Eq. (2).

First of all, for each of the K groups, a ‘‘mean vector’’

c(k) is simulated. Its values are comprised between 1.1

and 8.9. This choice is in accordance with the aim to

simulate individual preference scores comprised between

0 and 10. Some products (their number varied in the

simulations) are considered as segmenting products.

For these products, the mean score of each group is
set at a minimal distance from the mean score of the

other groups. In addition, the correlation between each

pair of average scores c(k) and cðk
0Þ is not allowed to be

larger than 0.5.

In a subsequent stage, the number of consumers per

group is determined by a multinomial distribution

M(p, (1/K . . . 1/K)) where p denotes the number of con-
sumers and K denotes the number of groups. The trans-
lation parameters aj and the scaling factors bj for each

consumer are determined by random procedures. Details

can be found in Callier (1996) and Sahmer (2003). The

c(k) are centered and the centered score of consumer j
who belongs to group Gk for product i is therefore given

by x�ij ¼ bjðcðkÞi � �cðkÞ þ eijÞ. Finally, the group average
and the translation parameter are added to obtain

xij ¼ aj þ �cðkÞ þ bj cðkÞi � �cðkÞ þ eij
� �

. ð12Þ

The noise eij was always simulated with a normal distri-
bution with zero mean and variance r2. We wanted to
assess the efficiency of the tests in an ideal situation,

where the groups are well separated, as well as in a more

realistic situation with a higher level of noise. For this

purpose, the variance of the noise was allowed to take

two different values. For the ‘‘ideal’’ situation, we chose

r = 0.5 and for the ‘‘realistic’’ situation, we chose r = 2.
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For both situations and by varying the number of

groups between one and four, we simulated 800 data sets

with 100 consumers and 800 data sets with 200 consum-

ers evaluating 10 or 15 products. In the case of 10 prod-

ucts, the number of segmenting products varied between

1 and 5, and in the case of 15 products, there were 1–7
segmenting products. All the tests are performed at the

level a = 5%.
The results for the ideal situation (low noise level,

r = 0.5) are shown in Table 1. It can be seen that the
tests performed very well. When there was one group

in the data, the test procedure led to correct decisions

in all the cases except for 3% of the data sets with 15

products and 100 consumers. Similarly, for the data sets
with 2 and 3 groups, the test procedure never failed. For

the data sets with 4 groups, the results depend on the

number of consumers and products. There is no prob-

lem for the data sets with 200 consumers whereas it

turned out that 100 consumers are not sufficient for

the identification of four groups. In the latter case, the

results are better for data sets with 15 products (94%

of correct decisions) than for data sets with only 10
products (83% of correct decisions).

As it can be expected, the realistic situation (high noise

level, r = 2) gave rise to difficulties which will be

sketched below. The results are shown in Table 2. It

can be seen that the cluster tendency test performs well

even in the case of a relatively high noise level. Indeed

this test indicated the existence of more than one group

whenever this was the case. Contrariwise, when there
Table 1

Number of groups determined in an ideal situation (r = 0.5)

Actual number of groups Number of groups determined by the

1 (%) 2 (%) 3 (%

10 products, 100 consumers

1 100 – –

2 – 100 –

3 – – 100

4 – 3 14

15 products, 100 consumers

1 97 – –

2 – 100 –

3 – – 100

4 – 1 5

10 products, 200 consumers

1 100 – –

2 – 100 –

3 – – 100

4 – – 1

15 products, 200 consumers

1 100 – –

2 – 100 –

3 – – 100

4 – – 1
was only one group the correct decision was taken in

94–97% of the cases. The percentages of wrong decisions

when H0 is true are compatible with the fixed level of

a = 5%. Considering the wrong decisions (indication of
more than one group when there was only one group),

it turned out that the test procedure indicated a rela-
tively large number of groups (between 7 and 21

groups). From this simulation study as well as from

our experience in using this test procedure, we reached

the conclusion that if the test indicates a large number

of clusters then this should arouse suspicion that actu-

ally there is no structure in the data or that there is only

one group but, for some reasons, the cluster tendency

test failed to decide so.
In the case of two groups of consumers, the proce-

dure performed better for data sets with 100 consumers

(91% correct decisions for data sets with 10 products

and 98% of correct decisions for data sets with 15 prod-

ucts) than for data sets with 200 consumers (70% of cor-

rect decisions for data sets with 10 products and 87% of

correct decisions for data sets with 15 products). In the

case of three groups of consumers, the results are very
good for the data sets with 15 products (99% of correct

decisions). However, for the data sets with 10 products,

the procedure fails in 16% of the data sets with 100 con-

sumers and in 19% of the data sets with 200 consumers.

In the presence of four groups of consumers there are

some problems for the data sets with 10 products and

100 consumers as only in 69% of the cases the correct

number of groups is found. Good results (95% of correct
tests Total (%)

) 4 (%) 5 or more (%)

– – 100

– – 100

– – 100

83 – 100

– 3 100

– – 100

– – 100

94 – 100

– – 100

– – 100

– – 100

99 – 100

– – 100

– – 100

– – 100

99 – 100



Table 2

Number of groups determined in a realistic situation (r = 2)

Actual number of groups Number of groups determined by the tests Total (%)

1 (%) 2 (%) 3 (%) 4 (%) 5 or more (%)

10 products, 100 consumers

1 97 – – – 3 100

2 – 91 7 8 4 100

3 – 8 84 6 2 100

4 – 5 24 69 2 100

15 products, 100 consumers

1 94 – – – 6 100

2 – 98 1 1 – 100

3 – – 99 1 – 100

4 – 1 9 90 – 100

10 products, 200 consumers

1 97 – – – 3 100

2 – 70 9 4 17 100

3 – – 81 12 7 100

4 – 1 9 89 1 100

15 products, 200 consumers

1 95 – – – 5 100

2 – 87 7 3 3 100

3 – – 99 – 1 100

4 – – 2 95 3 100
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decisions) are found for the data sets with 15 products

and 200 consumers.
6. Case study: Consumer preferences for coffee

We illustrate the test procedures using a data set from

a study of the European sensory network (ESN, 1996).
The study provides sensory data on 16 varieties of coffee

and preference data on eight of them. The codes and

names of the coffees used in the preference study are

given in Table 3. Consumers of different European

countries gave their scores of preference to these coffees.

In this paper, we restrict ourselves to the data from

French and Norwegian consumers.

6.1. French consumers

The French panel is composed of 80 consumers. The

first two axes of the internal preference mapping per-
Table 3

The coffee samples for the preference tests

Code Origin Type

Product 2 Brazil Arabica new proces

Product 4 Indonesia Washed Java Robu

Product 8 Ethiopia Unwashed Arabica

Product 10 Various High grown washed

Product 11 Kenya Washed Arabica

Product 12 Kenya Washed Arabica

Product 13 Kenya Washed Arabica

Product 15 Brazil, Costa Rica, Mexico Blend
formed on the preference scores are shown in Fig. 3.

Along the first axis, the preferences of almost all con-

sumers are in the direction of products 2, 8, 12 and 15.

Very few consumers have opposite preferences. On the

second axis, we distinguish consumers who prefer prod-

uct 8 from consumers who prefer product 12.

The cluster tendency test is performed in order to

determine whether the observed differences can be
attributed to noise or whether they indicate the existence

of several groups. The observed value for the test statis-

tic is 0.96 which is close to 1. The empirical distribution

of the values T* is shown in Fig. 4. The p-value (which is

the probability that T is smaller than TOBS when H0 is

true) is equal to 0.76. We conclude that there is just

one cluster in the French consumers panel. One latent

variable, which is depicted in Fig. 5, can be used to sum-
marize the preferences of the French consumers. Prod-

uct 4 which is a Robusta is very much rejected.

The French consumers seem to prefer products 8, 12

and 15 which are medium roasted. We can remark in
Roasting

sing method—Ouro Fino/MG Light–medium

sta Medium–dark

Djimma 5 Medium

Arabicas decaffeinated by CO2 method –

Light

Medium

Dark

Medium
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passing that the level of noise of the one-segment French

model is 1.8. This gives some credit to the simulation

study undertaken above.
Fig. 3. Internal preference mapping of the French consumers.

Fig. 4. French consumers: distribution of the cluster tendency test

statistic T obtained by a Bootstrap procedure. The observed value is

equal to 0.96.

Fig. 5. Latent variable for the French consumers panel.
6.2. Norwegian consumers

The Norwegian panel consisted of 79 consumers. The

internal preference mapping of their preference scores is

shown in Fig. 6. Compared to the French panel, we ob-

serve more consumers with opposite directions of prefer-
ence. It does not seem possible to summarize the

preferences of all Norwegian consumers by a single

latent variable.

The cluster tendency test corroborates this first

impression. The histogram of the values of T* (Fig. 7)

shows that the observed T is small compared to the val-

ues generated under H0. The value of TOBS is equal to

0.91, and only 0.1% of the values of the test statistic
are smaller than this value. This gives a strong evidence

that there are two or more clusters. In the next step, we

perform the hierarchical clustering algorithm. A plot

depicting the evolution of criterion DQ (Fig. 8) can be

used to assess the number of clusters. Obviously, there

is more than one cluster. However, it is difficult to decide

by simply observing the plot whether the jump when
Fig. 6. Internal preference mapping for the Norwegian consumers.

Fig. 7. Norwegian consumers: distribution of the cluster tendency test

statistic T obtained by a Bootstrap procedure. The observed value is

equal to 0.91.



Fig. 8. Scree plot of DQ for the Norwegian consumers.

Fig. 9. Latent variables for the Norwegian consumers panel.
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passing from three to two clusters is significant or not.

The same uncertainty holds when passing from six to

five clusters.

The results of the cluster validity tests which are

shown in Table 4 indicate the existence of three groups.

The null-hypothesis of two clusters against the alterna-

tive hypothesis of three or more clusters is rejected,
whereas the null-hypothesis stating the existence of three

clusters cannot be rejected. Therefore, we decide that the

panel of Norwegian consumers can be segmented into

three groups. In a subsequent stage, the tree obtained

by the hierarchical clustering method is cut at the level

of three clusters and the partitioning algorithm is per-

formed using this partition as an initial solution. This

led to three groups with 15, 43 and 21 consumers,
respectively. Again, we can remark in passing that the

level of the noise of the three-segment model is equal

to 1.5 whereas it is equal to 1.9 for only one group

and 1.6 for a model with two groups. The latent vari-

ables of the three groups are shown in Fig. 9. The liking

of groups 2 and 3 is quite similar except for product 11

which is very likely not enough strong for consumers in

group 3, whereas consumers in group 2 seem to like this
product. Moreover, product 8 is more appreciated in

group 3 than in group 2 whereas product 2 is more

appreciated in group 2. Consumers belonging to group

1 appreciate products 13, 15 and 4 and reject product

11. These consumers seem to prefer coffees with higher

bitter/burnt/roast flavour as it can be checked by refer-
Table 4

The results of the cluster tendency test and the cluster validity tests for

the Norwegian consumers

Test H0 H1 p-Value

Cluster tendency test 1 cluster 2 or more clusters 0.0010

Cluster validity test 2 clusters 3 or more clusters 0.0004

Cluster validity test 3 clusters 4 or more clusters 0.1218
ring to the sensory characterization of the products

(ESN, 1996).
7. Conclusion

The clustering of variables approach is very appropri-

ate to analyze preference data. This method makes it

possible to form groups of consumers according to their

preferences and to summarize the preferences in each
group by a latent variable. Properties of the approach

and graphical displays give hints to the practitioners as

to the appropriate number of clusters. For instance,

the evolution of the clustering criterion which can be

read as a scree diagram is a useful tool in this respect.

However, as the decision is not always clear, we rec-

ommend that these graphical displays should be comple-

mented by a hypothesis testing framework. Simulations
of several data sets with 10 or 15 products, 100 or 200

consumers and a known number of clusters (one to four)

showed a good performance of the test procedure pro-

posed herein. However, this performance depends upon

the number of products and consumers. In particular,

we found that the performance of the hypotheses tests

was hindered when the number of products or consum-

ers was not large enough to allow a good investigation
of the structure of the preferences. Additional simula-

tions with 4 products (not reported herein) led to the

same conclusions. In further investigations, we will

examine the connection between the number of prod-

ucts, the number of consumers and the performance of

the procedure. Hopefully, we will be able to propose a

modified version which not only works well for data sets

with several products but also for data sets with a small
number of products.

In practice, the preference mapping with inspection

of the first axes and the cluster of variables approach ap-

pear to be complementary and give insight into the
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structure of consumers� preferences. Moreover, cluster-
ing of variables can be extended to the case where exter-

nal data such as sensory data are used to explain the

preferences (Vigneau & Qannari, 2002, 2003). Investiga-

tions are being undertaken in order to extend the

hypothesis testing framework to this case.
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