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The objectives of this study were to explore the application of cluster analysis to the charac!

terization of multiple exposures in industrial hygiene practice and to compare exposure groupings

based on the result from cluster analysis with that based on non!measurement!based approaches

commonly used in epidemiology[ Cluster analysis was performed for 26 workers simultaneously

exposed to three agents "endotoxin\ phenolic compounds and formaldehyde# in _berglass insulation

manufacturing[ Different clustering algorithms\ including complete!linkage "or farthest!neighbor#\

single!linkage "or nearest!neighbor#\ group!average and model!based clustering approaches\ were

used to construct the tree structures from which clusters can be formed[ Differences were observed

between the exposure clusters constructed by these different clustering algorithms[ When con!

trasting the exposure classi_cation based on tree structures with that based on non!measurement!

based information\ the results indicate that the exposure clusters identi_ed from the tree structures

had little in common with the classi_cation results from either the traditional exposure zone or

the work group classi_cation approach[ In terms of the de_ning homogeneous exposure groups or

from the standpoint of health risk\ some toxicological normalization in the components of the

exposure vector appears to be required in order to form meaningful exposure groupings from

cluster analysis[ Finally\ it remains important to see if the lack of correspondence between exposure

groups based on epidemiological classi_cation and measurement data is a peculiarity of the data

or a more general problem in multivariate exposure analysis[ Þ 0888 British Occupational

Hygiene Society[ Published by Elsevier Science Ltd[
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INTRODUCTION

Hines et al[ "0884# used hierarchical cluster analysis
in exploring the concurrent exposure of female
workers in the semiconductor fabrication industry to
a number of chemical and physical agents in the con!
text of an epidemiological investigation of spon!
taneous abortions[ We have been further investigating
the application of cluster analysis to the charac!
terization of multiple exposures in other aspects of
industrial hygiene practice[ This work has been motiv!
ated by the fact that all workers are exposed to mul!
tiple hazards during a typical workday and the tech!
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nology to measure these exposures is increasingly
available[ It is not clear\ however\ how best to sum!
marize this type of multivariate data for use in
exposure monitoring and surveillance[ It is of some
interest\ for example\ to speculate on the multivariate
equivalent of the homogeneously exposed group or\
from a di}erent perspective\ to consider the mul!
tivariate analog of the random e}ects model "Rap!
paport et al[\ 0884# in exposure characterization[

In epidemiological studies\ exposure assessments
often are performed by classifying study subjects into
discrete exposure categories[ When dealing with
exposures to multiple agents\ the exposure classi!
_cation problem becomes much more complex
because of the increase in dimensionality[ Although
multiple regression or logistic regression models are
often applied to explore exposure!relationships\ a



J[!D[ Wu et al[33

well!de_ned outcome "or dependent# variable is
required before using these models[ However\ the con!
struction of objective exposure classes does not
require any information about health outcomes[
Examples of multivariate statistical methods which
can meet the purposes of exposure assessment include
principal component analysis and hierarchical cluster
analysis[ For example\ Simmons and Spear "0882#
utilized principal components techniques to charac!
terize workers| exposures to a variety of solvents in a
printing plant[ Sahl et al[ "0883# also used the method
to examine the intercorrelation between di}erent sum!
mary measures of 59 Hz magnetic _eld exposure
among utility workers[ Recently\ Bye "0885# empha!
sized the advantages of the technique for the manage!
ment of large data sets and the application to the
generation of new hypotheses for investigations of
complex systems[ While principal components analy!
sis and its variants have been applied in various
exposure!related applications\ this has not been the
case for cluster analysis[ Hence\ the purpose of this
study was to explore\ via cluster analysis\ exposure
patterns among workers exposed to three agents "air!
borne endotoxin\ phenolic compounds and formalde!
hyde# in _berglass insulation manufacturing\ and to
characterize exposures based on these patterns[

There are many variants of cluster analysis and one
may generally expect di}erences in the _nal results
of such an analysis depending on which particular
procedure is used[ Hence\ one of the principal objec!
tives in this study was to gain some sense of the mag!
nitude of these di}erences when common clustering
procedures were applied to typical exposure data[ As
will be seen\ we will contrast exposure groupings for
the _berglass workers based on cluster analysis with
non!measurement!based strategies commonly used in
epidemiology[ In making these comparisons\ it is
important to be con_dent that any di}erences
observed between the two approaches are not artifacts
of the statistical procedures used in identifying
exposure clusters[

CLUSTER ANALYSIS

Everitt "0883# has given a clear de_nition of cluster
analysis\ {Cluster analysis is a `eneric term used for a
lar`e number of techniques which attempt to determine
whether or not a data set contains distinct `roups\ and\
if so\ to _nd the `roups[| That is\ cluster analysis is a
good statistical tool of searching for objects with simi!
lar attributes in a data set[ The following paragraphs
describe the general aspects of the approach with
respect to the selections of distance metrics\ clustering
algorithms\ or criteria for determining the number of
clusters and for validating a tree structure[

In general\ cluster analysis regards each object as a
point in a multi!dimensional space de_ned by the
values of each of its attributes[ The distance between
two objects is measured to determine the similarity of
the objects in terms of each of its attributes[ Therefore\

the choice of a distance metric is the initial step of
cluster analysis[ There are a variety of distance metrics
available\ but Euclidean distance is the most common
and intuitive and was used throughout this study[

Because di}erences in units and in the magnitude
of the variance in each of the individual attributes
may in~uence the computation of distance metrics\
variable standardization is important for cluster
analysis[ Various standardization methods have been
proposed[ Milligan and Cooper "0877# conducted a
Monte Carlo study to compare the performance of
seven di}erent variable "attribute# standardization
methods in recovering known clusters of synthetic
data[ They found that the standardization approach
which divides each variable by its range exhibited
consistently superior recovery of the structures under
di}erent error conditions\ separation distances\ clus!
tering algorithms\ and coverage levels[ In contrast to
Milligan and Cooper|s study\ Scha}er and Green
"0885# evaluated the variable standardization methods
by using real data sets and external validation[ They
too discovered that no standardization did as well or
better than the range standardization[ Although the
range standardization is considered to be a good
method for variable standardization in cluster analy!
sis\ it is not possible to conclude that it is always the
most e}ective approach[

After a distance metric is selected and the variables
are standardized\ the next step is the determination of
a clustering algorithm[ Since the purpose of cluster
analysis is to combine objects into groups or clusters\
some rules or methods are required to determine how
to form these groups[ Clustering algorithms are the
rules or procedures used for this purpose[ In general\
the issue is to decide when two objects are su.ciently
similar to form a cluster and then to decide whether
other objects should be added to this nucleus\ to
another\ or to start a new cluster[ Some of the popular
algorithms are the centroid method\ the single!linkage
"or nearest!neighbor# method\ the complete!linkage
"or farthest!neighbor# method\ the average!linkage
method and the Ward|s method[ Complete!linkage\
single!linkage\ average!linkage and model!based clus!
tering algorithms are the methods available in S!plus
"Venables and Ripley\ 0883# and were used in this
study[

The detailed explanations of these algorithms are
well described in Everitt|s book "Everitt\ 0882# and
Ban_eld and Raftery|s paper "Ban_eld and Raftery\
0882#[ Brief descriptions of these algorithms are given
here to provide an understanding of how they work[
The centroid method calculates the distance between
two clusters based on the weighted centers of the clus!
ters^ two clusters with the smallest distance are gro!
uped and a new centroid is computed[ In the single!
linkage method\ the distance between two clusters is
de_ned as the minimum of the distances between all
possible pairs of objects in the two clusters[ In the
complete!linkage method\ the distance between two
clusters is represented by the maximum of the dis!
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tances between all pairs of objects in the clusters[
The average!linkage uses the mean distance from all
objects in one cluster to all objects in another^ two
clusters with the smallest mean distance are then
merged to form a new cluster[ Ward|s method does
not compute distances between clusters\ but instead
forms clusters by maximizing within!clusters hom!
ogeneity where the within!cluster sum of squares is
used as the measure of homogeneity[ Unlike the algo!
rithms previously described\ the model!based clus!
tering algorithm allows one to choose cluster features
a priori\ i[e[\ shape\ size and orientation^ this is
achieved by reparameterization of the covariance
matrix and utilizes information resulting from eig!
envalue decomposition "Ban_eld and Raftery\ 0882#[

It has been pointed out that di}erent clustering
algorithms may produce di}erent shaped and sized
clusters[ As described by Everitt "0882#\ single linkage
clustering is good for _nding elliptical clusters^ both
centroid and Ward|s methods have a tendency to
obtain spherical clusters[ Therefore\ it has been a con!
cern that the orientation\ size and shape\ inherently
existing in a data set determine whether or not a par!
ticular clustering algorithm gives useful results[ How!
ever\ these characteristics are not known a priori[
Although this concern originated from a statistical
perspective\ it also has important implications for
industrial hygiene and toxicology[ For example\ if the
size of a cluster is {large|\ within!cluster variability is
{large|[ Thus\ it may not be reasonable to claim that
the members of the cluster share homogeneous
exposures because the exposure can vary signi_cantly
in both magnitude and composition[ In summary\
however\ a cluster is comprised of a set of sample
points "in this study each point de_ned by an endo!
toxin!phenolic!formaldehyde level# which are {close|
together as de_ned by the application of clustering
algorithms to the measured Euclidean distances
between the points[

For hierarchical clustering algorithms\ the number
of clusters at each step is one less "or more# than the
previous one[ A dendrogram or hierarchical tree is the
graphical presentation of various steps of the hier!
archical clustering process[ Normally\ the vertical axis
of a hierarchical tree indicates the Euclidean distance
or level of dissimilarity where two objects or clusters
merge to form a larger cluster[ The tree shown in Fig[
0 is a typical hierarchical tree[ Cutting a hierarchical
tree horizontally creates a clustering[ The horizontal
axis of a hierarchical tree identi_es the objects being
classi_ed[ Objects connected by lines represent clusters
which are nested together[ The tree clearly shows the
Euclidean distance between clusters and the numbers
of clusters at each merging stage[ In order to form
clusters from a hierarchical tree\ a threshold on the
Euclidean distance or dissimilarity value needs to be
speci_ed[ Hence\ a method of determining the number
of clusters in a data set is needed to form objective
and representative exposure clusters or patterns[

There are di}erent approaches to determining the

number of clusters[ These include the variance ratio
criterion "VRC# "Calinski and Harabasz\ 0863#\ the
point serial correlation coe.cient "or called MH
index# "Jain and Dubes\ 0877#\ and the approximate
weight of evidence "AWE# approach "Ban_eld and
Raftery\ 0882#[ Milligan and Cooper "0874# conducted
a Monte Carlo study which evaluated 29 procedures
for determining the number of clusters in data sets
with di}erent numbers of non!overlapping clusters[
The detailed discussion of how these approaches per!
form is not within the scope of this paper[ For the
purpose of illustration\ however\ the VRC approach
is presented to show the determination of the number
of clusters in the _berglass data set[ This method deter!
mines the number of clusters by comparing the ratio
of between cluster sum!of!squares to within cluster
sum!of!squares[

The _nal important issue in cluster analysis is the
determination of the validity of a tree structure[ That
is\ how does one conclude that a tree structure
obtained in a particular cluster analysis was not pro!
duced by chance< Methods have been proposed for
accomplishing this task "Jain and Dubes\ 0877# but
their discussion is also beyond the scope of this paper
although the Rand index "Hubert and Arabie\ 0874#
was applied to assess the validity of the tree structure
of the _berglass data set[

THE DATA SET

The data set used in this study was collected in an
epidemiological study of peak expiratory ~ow change
among workers exposed to endotoxin\ phenolic resin
and formaldehyde in a _berglass wool manufacturing
plant "Milton et al[\ 0885#[ Worker exposures were
measured by taking personal air samples and rec!
ording time!activity worklogs[ Sampling and analysis
techniques for these samples were discussed in detail
in Walters "0882#[ A total of 282 half!shift "3!hour#
personal air samples were collected from 26 workers
in four work groups for 4Ð5 days each^ two measure!
ments were taken per day for almost all workers[ The
four work groups include two production groups "A
and D# and two maintenance groups "M and N#[
These groups were selected largely for sampling con!
venience and are reported here since they correspond
roughly to traditional classi_cations based on job
titles[ The prior expectation would be that the two
production groups would be similar to one another\
as would the maintenance groups\ but that production
exposures would di}er from maintenance exposures[
Ten to twelve personal measurements were taken for
most workers[

In a previous study Walters "0882# used job titles
and observations of work tasks and areas to classify
these workers into four exposure zones "B\ F\ O and
X for basement\ forehearth\ curing ovens and main!
tenance\ respectively#[ Detailed descriptions of the
assignment of the exposure zones were given in a later
study "Milton et al[\ 0885#[ In summary\ the workers
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Fig[ 0[ Hierarchical tree based on workers| mean exposures using complete!linkage and non!standardized data[

in the exposure zones B\ O and F mainly stayed in
their work areas to conduct their work tasks[ There!
fore\ they were considered to be {_xed location
workers[| The workers in the exposure zone X were
considered to be {mobile workers| because they moved
around di}erent work areas[ Although the workers in
this exposure group were not entirely maintenance
workers\ they shared a common characteristic of
spending most of their time in low!exposure areas[

Statistical analyses were performed by using S!plus
for Windows version 2[1[ Summary statistics were
calculated including the mean\ variance\ coe.cient of
variation and correlation coe.cients[ Quantile!quan!
tile plots were generated to examine the distributions
of workers| exposures[ Among 279 valid measure!
ments\ no value was under the detection limit for
endotoxin[ There were a large "48)# and small "01)#
proportions of the measurements under the detection
limits of phenolic compounds and formaldehyde\
respectively[ The half!shift exposures of these workers
were approximately lognormal when examining the
quantile!quantile plots after removal of the values
under the detection limits[ Measurements below the
detection limits were replaced by the values of half the
detection limits for the cluster analysis[ Maximum
likelihood methods were used in estimating the means
and variances in the summary statistics as described
below[

RESULTS

Descriptive statistics
Exposure means and standard deviations of these

three agents and four work groups are shown in Table

0[ Because the high proportion of exposure measure!
ments under the detection limit for phenolic com!
pounds probably resulted in unreliable estimates of
exposure means and standard deviations\ a maximum
likelihood estimation "MLE# algorithm was used
under S!plus to estimate these means and standard
deviations[ The basic assumptions underlying the
MLE algorithm is that the values under the detection
limit follow the same distribution as those above the
detection limit[ Here\ the distribution of the values
above the detection limit is assumed to be lognormal[
Although the MLE was used to estimate the means
and standard deviations of the work groups\ the group
mean exposures were not subsequently used in cluster
analysis[ As expected\ the median exposure of groups
A and D were similar to each other and higher than
groups M and N[ Three univariate analyses of vari!
ance "ANOVA# were conducted on the logs of the
individual concentration data to explore di}erences
in exposure by zone[ The model used for the ANOVA
was a _xed!e}ects model[ The results illustrate that
there was a signi_cant di}erence between the median
exposures for di}erent exposure zones for each agent
"Tables 1 and 2#[

However\ analysis of consecutive four!hour
measurements suggests that some degree of auto!
correlation was present in the formaldehyde data in
particular[ Hence\ the independence assumption
underlying the ANOVA signi_cance tests was
compromised[ The F values were su.ciently large and
the strength of the autocorrelation su.ciently modest\
however\ to support the conclusion that a di}erence
in median exposure exists between zones[ The Pearson
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Table 0[ Mean\ median and standard deviation of workers exposure measurements by work groups

Work Number of Mean Median Range Standard
Agents groups samples "mg:m2# "mg:m2# "mg:m2# deviation "mg:m2#

Endotoxin
A 80 9[9212 9[9980 9[9992Ð9[7069 9[9890
D 093 9[9356 9[9018 9[9992Ð0[8759 9[0872
M 71 9[9191 9[9922 9[9995Ð9[6531 9[9748
N 76 9[9053 9[9912 9[9991Ð9[1818 9[9283
Total 253

Phenolic
Compounds A �80"24# ��49[09ð55[74Ł 24[39 4[46Ð170[87 ��47[37 ð193[04Ł

D 093"36# 27[12ð35[21Ł 10[79 4[13Ð291[25 36[49 ð016[81Ł
M 71"60# 05[97ð02[81Ł 6[02 4[67Ð024[54 13[86 ð48[38Ł
N 76"55# ���26[29ðNAŁ 6[43 3[59Ð594[78 89[82 ðNAŁ
Total 253"108#

Formaldehyde
A 80"02# ��53[59ð004[10Ł 25[26 0[01Ð203[86 ��57[10 ð358[52Ł
D 093"2# 64[54ð84[14Ł 55[63 0[94Ð233[79 50[13 ð053[50Ł
M 71"04# 13[80ð21[83Ł 01[33 0[18Ð037[14 22[46 ð093[51Ł
N 76"00# 18[97ð25[95Ł 04[75 0[98Ð072[86 22[04 ð73[90Ł
Total 253"31#

�The number in the parenthesis is the number of measurements under the detection limit[
��The number in the brackets is the maximum likelihood estimate[
���The maximum likelihood estimate is not available[

Table 1[ Mean\ median and standard deviation of workers exposure measurements by exposure zones

Exposure Number of Mean Median Range Standard
Agents zones samples "mg:m2# "mg:m2# "mg:m2# deviation "mg:m2#

Endotoxin
B 66 9[97 9[91 9[9995Ð0[8759 9[13
F 58 9[92 9[91 9[9995Ð9[2760 9[94
O 23 9[90 9[90 9[9998Ð9[9746 9[91
X 077 9[91 9[99 9[9991Ð9[6531 9[95

Total 257

Phenolic
Compounds B 66 48[80 20[35 4[57Ð291[25 69[89

F 58 37[13 32[04 4[13Ð036[24 23[06
O 23 19[74 7[10 4[42Ð014[43 16[34
X 077 13[27 6[28 3[59Ð594[78 53[56

Total 257
Formaldehyde

B 66 63[22 38[85 0[02Ð203[86 56[13
F 58 65[32 64[81 0[94Ð106[01 46[41
O 23 63[43 37[69 0[74Ð233[79 62[96
X 077 14[46 02[55 0[98Ð072[86 22[02

Total 257

product!moment correlation between the individual
exposures was low when all exposure zones were com!
bined[ In general\ a medium correlation "between 9[29
and 9[34# existed between exposures to endotoxin and
phenolic compounds and between exposures to phe!
nolic compounds and formaldehyde in exposure zones
B\ F and X "Table 3#[ However\ a high correlation
"9[698# between exposures to endotoxin and phenolic
compounds was observed in exposure zone O "Table
3#[ It was not clear what caused the observed high
exposure correlation[ Because the correlation between
the agent exposures was generally not high\ the adjust!

ment for the intercorrelations between the variables
was not performed before calculating the Euclidean
distance for cluster analysis[

Preliminary analyses
In order to apply cluster analysis to the multivariate

data with repeated measurements\ mean values of
worker exposures to each agent were used in most
analyses[ A data matrix consisted of 26 rows "workers#
and 2 columns "agents# was thereby created[ By view!
ing each worker|s mean exposure as a point in a three!
dimensional "three!agent# space\ the distance between
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Table 2[ Analysis of Variance of Exposure Zones for Log"Agent Exposure#

DF Sum of square Mean square F value Pr"F#

Log "endotoxin#
Exposure zones 2 122[06 66[61 28[26 9[999
Residuals 253 607[59 0[86 * *

Log "phenolic compounds#
Exposure zones 2 090[38 22[72 22[56 9[999
Residuals 253 254[61 0[99 * *

Log "formaldehyde#
Exposure zones 2 033[60 37[13 15[23 9[999
Residuals 253 555[42 0[72 * *

Table 3[ Correlation matrix of agent exposures

All exposure zones Phenolic
combined Endotoxin compounds Formaldehyde

Endotoxin 0[999 9[175 9[045
Phenolic compounds 0[999 9[229
Formaldehyde 0[999

Exposure Zone B
Endotoxin 0[999 9[218 9[038
Phenolic compounds 0[999 9[313
Formaldehyde 0[999

Exposure zone F
Endotoxin 0[999 9[152 −9[948
Phenolic Compound 0[999 9[240
Formaldehyde 0[999

Exposure zone O
Endotoxin 0[999 9[698 9[919
Phenolic compounds 0[999 9[044
Formaldehyde 0[999

Exposure zone X
Endotoxin 0[999 9[142 9[127
Phenolic compounds 0[999 9[139
Formaldehyde 0[999

each pair of workers was calculated[ Thus\ a distance
or similarity matrix was obtained[ By applying clus!
tering algorithms to the distance matrix\ a hierarchical
tree was constructed from which the similarity of
workers| exposures can be assessed[ Examining the
hierarchical trees of the unstandardized and stan!
dardized "z!standardization# arithmetic mean
exposures based on Euclidean distance and three
di}erent clustering algorithms] complete!linkage\
group!average and single!linkage\ showed three wor!
kers "(0\ 02 and 03# had very di}erent exposures
from all others[ These three points formed long bran!
ches which did not join the main tree until very late
stages[ Hence\ the algorithms tended to identify clus!
ters comprised of only one worker[ Therefore\ we
chose to treat these workers as having unique
exposures and they were deleted from the following
analyses[ Figure 0 is the hierarchical tree of the unstan!
dardized mean exposures based on Euclidean distance

and the complete!linkage "or farthest!neighbor# clus!
tering algorithm with the three outliers deleted[ The
numbers at the end of each node are the identi_cation
numbers of the workers[ Examining the hierarchical
tree\ we can see the 23 workers can be classi_ed into
three\ four or _ve exposure clusters "or groups# by
cutting the tree at Euclidean distances of about 54\ 44
or 49[

Effects of standardization
Because the di}erence in the magnitude of exposure

and in variability between the three agents are likely
to in~uence clustering\ the data were standardized to
mean zero and variance one "z!standardization# and
analyzed by the complete!linkage algorithm[ The hier!
archical tree obtained from the standardized data is
showed in Fig[ 1[ Comparing this tree with that
obtained from the unstandardized data with the same
clustering algorithm "Fig[ 0#\ it can be seen that some
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Fig[ 1[ Hierarchical tree based on workers| mean exposures using complete!linkage and z!standardization[

workers changed clusters[ This di}erence is largely
due to the fact that endotoxin exposures in the unstan!
dardized data were small compared with those of
other two variables\ hence that exposure component
did not play an important role in the unstandardized
clustering[ After standardization\ the di}erences of
endotoxin exposures among these workers made a
contribution to the exposure clustering[

Effects of clusterin` methods
The in~uence of clustering algorithms on the for!

mation of a tree structure has been discussed exten!
sively "Everitt\ 0882^ Jain and Dubes\ 0877#[ Here\ this
issue was explored by the production of tree structures
using complete!linkage\ group!average and single!
linkage clustering algorithms applied to standardized
data[ Because this data set is three dimensional the
use of scatter plots supplements the tree diagrams in
displaying the e}ects of di}erent clustering
procedures[ Figure 2a is one such plot which illustrates
the clusters found by the complete!linkage algorithm
when four exposure clusters were chosen "i[e[\ the tree
was cut at a distance of 2[4 in Fig[ 1#[ Figure 2b and
2c are the plots from group!average and single!linkage
clustering algorithms\ respectively\ when four clusters
were speci_ed[ When comparing the latter two plots
with that produced by complete!linkage "Fig[ 2a#\
there are minor di}erences between the group!average
and complete!linkage clustering algorithms\ but\ very
signi_cant di}erences between the single!linkage and
complete!linkage clustering algorithms[ The exposure
clusters produced by the single!linkage algorithm con!

tain three single!member clusters which illustrate the
danger of specifying the number of clusters a priori[

Finally\ the model!based clustering algorithm was
applied to the data set and asked to identify ellipsoidal
clusters[ Figure 2d shows the three!dimension
exposure cluster plot produced by this algorithm[
Comparing these exposure clusters with that from
complete!linkage clustering algorithm\ we can see sig!
ni_cant changes on the members of clusters where
there are high exposures to three agents[ Therefore\
the speci_cation of the cluster shape had an impact
on the outcome[

From these results it is clear that di}erent clustering
algorithms produce di}erent results when applied to
typical exposure data as they do in other statistical
applications[ The next issue was to investigate whether
any of these statistically!de_ned clusters correlated
with the epidemiological classi_cations of exposure
based on work area or work group[

Clusters versus epidemiolo`ical classi_cation
When Fig[ 1 was labeled according to the exposure

zones\ it is easily seen that workers in the same
exposure zones were classi_ed into di}erent exposure
clusters ðFig[ 3"A#Ł[ Again\ when the exposure clusters
were labeled by the work groups A\ D\ M and N ðFig[
3"B#Ł\ one cluster was comprised of only workers from
the production work groups "A and D# and another
cluster had about two!thirds of the members from the
maintenance work groups "M and N#[ However\ 5 out
of 05 workers in the production work groups were
classi_ed into the exposure clusters of the maintenance
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Fig[ 2[ "a# Principal component plot of workers| standardized mean exposures based on cutting the tree into four clusters
"complete!linkage#[ "b# Principal component plot of workers| standardized mean exposures based on cutting the tree into

four clusters "group!average#[

work groups and another cluster\ formed at high Eucli!
dean distance\ consisted of about equal number of wor!
kers from both the production and maintenance work
groups[ All these results illustrate that the exposure
classi_cation based on actual measurements di}ered
from that based on subjective criteria[ Although the
small numbers of workers in some of the exposure zones
and clusters made the determination of a representative
exposure cluster of an exposure zone di.cult\ it was

evident that the exposure clusters identi_ed from the
standardized data set had little relationship with the
classi_cation results from either the exposure zone or
the work group classi_cation approach[ While we can!
not allege that one exposure classi_cation approach
is superior to another in all settings\ most experts in
exposure assessment prefer methods based on _eld
measurements versus those based on expert opinion
"Kromhout et al[\ 0882^ Post et al[\ 0880#[
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Fig[ 2[ "c# Principal component plot of workers| standardized mean exposures based on cutting the tree into four clusters
"single!linkage#[ "d# Principal component plot of workers| standardized mean exposures based on cutting the tree into four

clusters "model!based#[

It is interesting to compare the di}erence of
between!worker geometric standard deviations
"GSDb# of the marginal distributions of each of the
three agents between the groupings based on the
exposure zone and cluster analysis approaches[ Table
4 shows the GSDb of these two classi_cation

approaches[ As can be seen\ the cluster analysis based
on the complete linkage approach tends to give a
smaller GSDb than does the exposure zone approach[
While these di}erences in GSDb are not large in this
case\ it must be recalled that the membership in the
cluster is quite di}erent than that based on exposure
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Fig[ 3[ Hierarchical tree based on workers| mean exposures using complete!linkage and z!standardization[

Table 4[ Comparison of gEometric Mean and between!worker geometric standard deviation "GSDb#
between exposure groupings based on cluster analysis and exposure zone approach

Cluster analysis
Number of Endotoxin Phenolic compounds Formaldehyde

Clusters workers GM GSDb GM GSDb tGM GSDb

(0 6 9[924 0[304 41[161 0[385 39[486 0[370
(1 6 9[905 0[472 24[122 0[432 75[014 0[036
(2 08 9[996 0[775 03[010 0[643 15[317 0[433
(3 0 NA NA NA NA NA NA

Exposure zones
Number of Endotoxin Phenolic compounds Formalehyde

Zones workers GM GSDb GM GSDb GM GSDb

F 5 9[912 0[790 35[428 0[170 61[931 0[178
B 4 9[913 0[546 29[555 0[449 38[778 0[341
X 19 9[998 1[52 06[036 1[20 13[581 0[411
O 2 9[901 0[291 19[364 0[077 69[797 0[417
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zones[ Also\ the di}erence of GMs between groups
was larger for the cluster analysis than the
traditionally constituted exposure zones[

Determination of number of exposure clusters
Although our results to this point suggest that stat!

istically!based de_nitions of clusters may not be par!
ticularly helpful in analyzing exposure data\ there is
one additional aspect of cluster methodology that
might provide further insight[ This relates to the num!
ber of clusters that exist in a data set[ In all of the
foregoing analyses the number of clusters was chosen
to match the epidemiological classi_cation and based
on the original tree structure of Fig[ 1[ In exploring a
more organized approach to de_ning the number of
clusters appropriate to the data set\ the tree structure
produced by using the complete!linkage clustering
algorithm was used[ Figure 4 is the result of applying
the VRC "variance ratio criterion# approach men!
tioned earlier[ According to the criterion described by
Calinski and Harabasz "0863#\ we interpret this _gure
to infer that the most plausible number of clusters is
four because the curve ~attens at that point[ Because
the VRC approach was originally based on the single!
linkage clustering algorithm\ the tree structure pro!
duced by using the single!linkage clustering algorithm
was also tested by using the VRC approach[ The result
"not shown here# also indicated that clusters were not
well separated and that it was di.cult to determine
the number of clusters of the tree structure[

The Rand index "Hubert and Arabie\ 0874# was
used to assess the validity of the tree structure[ Brie~y\
the basic question is\ given the _berglass exposure

Fig[ 4[ Relationship between variance ratio "BGSS:WGSS# and number of clusters[

data\ how likely is it that a given number of clusters
would be determined by a particular clustering algo!
rithm if there was no underlying structure to the data<
In this case\ the complete!linkage algorithm was used
in a bootstrap scheme to estimate the probability that
2\ 3 or 4 clusters would be determined by chance[ The
bootstrap approach estimated the number of clusters
in the data using calculations based on the hypothesis
that there was no underlying structure in the data[ That
is\ we calculated the probability of observing certain
structures in the data by chance[ The result of this
bootstrap approach was that\ for this data set\ the
probability of observing 2 clusters by chance was 9[44\
of 3 clusters 9[93\ and of 4 clusters 9[91[ The 2!cluster
structure identi_ed in the data was also frequently
observed in the random samples but the 3! and 4!cluster
structures were not[ Hence\ a result yielding either 3 or
4 clusters is likely to represent the data structure well\
since such a result is unlikely to be observed by chance[

The lack of consistency in the number of clusters of
the di}erent determination approaches suggests that
there is little separation between the clusters[ However\
the result is based on a relative small data set for mul!
tivariate statistical analysis[ The unstable result may
limit our ability to make conclusions but it also motiv!
ates more consideration of multivariate statistical
approachs to classifying multiple occupational
exposures and forming homogeneous exposure groups[

DISCUSSION AND CONCLUSIONS

To the extent that a cluster is regarded as identifying
an exposure group\ it is clear that di}erent clustering
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algorithms assign individuals to di}erent exposure
groups[ That is\ the assignment of individuals to
exposure groups is algorithm!dependent[ Hence\ in
this application cluster analysis must be considered an
exploratory method since the interpretation of any
particular clustering result is dependent not on stat!
istical issues\ but on toxicological or other external
justi_cation[

Despite the algorithm!speci_c di}erences in assign!
ing individuals to di}erent exposure clusters\ it was
clear that none of the measurement!based groupings
corresponded to those based on an individual|s work
group or on the exposure zone in which an individual
worked[ That is\ perhaps\ not surprising based on the
work of Rappaport et al[ "0882# who found similar
disparities in comparisons of measurement!based
exposure classi_cations versus zoning or job!class
approaches for single agent exposures using much
more extensive data sets[ In the present case\ Walters
"0882#\ who collected the data used herein\ con_rmed
that the exposure zones were relatively homogeneous
viewed from the perspective of the physical environ!
ment and the nature of the contaminants[ However\
there were variations in activities day!to!day which
might well have led to di}erences in exposure inten!
sity[ On the other hand\ recalling that _ve to twelve
half!shift samples were collected per person\ it seems
reasonable to expect some stability in the mean
exposures used as a basis for the analyses reported
herein[

The foregoing results raise the general question of
how exposure groups should be de_ned based on
measurement data in the multivariate context[ In the
single agent case\ Rappaport "0880# applied the
random e}ects model and suggested that groups of
workers be considered to be uniformly exposed if the
between!person geometric standard deviation "GSDb#
of their exposures was 0[1 or less[ Compared with a
homogeneous exposure group\ an uniform exposure
group signi_es truly homogeneous exposure among
group members[ While this is an attractive approach\
the multivariate case is qualitatively di}erent since it
seems likely that there will be a need to deal with
di}erences in the composition of exposure as well as
di}erences in intensity\ at least if these di}erences are
{large[| The distance metrics used in cluster analysis
make no distinction between composition and inten!
sity di}erences[ From the perspective of exposure
assessment\ however\ we argue that the notion of
{nearness| of two exposures\ whether nearness in com!
position or in intensity\ is a reasonable point of depar!
ture in the absence of detailed data relating to toxi!
cological or other biological mechanisms of inter!
action[ If one accepts this premise\ then Rappaport|s
approach can be extended since it echoes the under!
lying concept of those variations of cluster analysis
which separate clusters based on di}erences in within!
and between!cluster distances[

The notion of the a priori de_nition of membership\
the GSDb of 0[1 in the univariate case\ for example\

has considerable attraction in a multivariate extension
where there is inadequate toxicological data to judge
the relative potency of the components of the mixture
in causing the e}ect in question[ If such data is avail!
able\ however\ some sort of toxicological normali!
zation would appear to be required as a _rst step both
from the statistical perspective discussed above and
from the standpoint of relative risk[ Suppose\ for
example\ that the set of agents in question each had
an Occupational Exposure Limit "OEL#\ e[g[\ PEL\
TLV\ etc[ Then one might divide each measurement
by its OEL prior to exposure analysis in order to place
each component of the exposure on a comparable
basis from the perspective of known health risks[
However\ one should be aware that this toxicological
normalization does not avoid the problem of exposure
misclassi_cation when high exposure variability is
encountered "Peretz et al[\ 0886#[ The _nal step is
to de_ne the generic exposure group based on the
normalized exposure levels[ For example\ an exposure
group might consist of all individuals whose mean
exposures lie within a hypercube of 9[09 OEL units
on a side[ Because a published OEL or equivalent
value may not always be available for each contami!
nant\ the application of the potency normalization
approach to multivariate exposure analysis has its
limitation[ How to cope with this limitation is an
important issue for future study[

While we cannot argue that the _berglass data set
is typical of all multiple exposure data nor that cluster
analysis is typical of all multivariate statistical pro!
cedures\ we do conclude that several generic issues in
multivariate exposure analysis have been raised by
this example[ The normalization of the components
of the exposure measurement vector to some common
risk!based units seems a necessity as does some a priori
de_nition of what constitutes an exposure group\ at
least in applications where the assignment of indi!
viduals to groups is required[ In addition\ it remains
to be seen if the lack of correspondence between
exposure groupings based on epidemiological classi!
_cation and measurement data is a peculiarity of this
data set or a more general problem[

Finally\ in epidemiological applications where a sin!
gle agent cannot be linked with health e}ects\ it may
be informative to examine whether there is a di}erent
rate of health e}ects in di}erent clusters[ If so\ it
indicates that biological interactions of the exposure
agents should be the focus of research on exploring
the etiology of the health e}ects[
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