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Abstract

Rising global temperature concerns drive unprecedented changes in the electrical
power system like the massive deployment of intermittent renewable energy
sources. Such large-scale renewables deployment requires a variety of flexibility
options for the electrical power system to be operated reliably. One of the
possibly important flexibility options is storage. Next to battery storage and
pumped hydro storage, which have a comparably small storage capacity, indirect
energy storage via power-to-gas (P2G) might be interesting for long-term
(seasonal) storage due to its large scale energy storage potential.

This dissertation studies the need for such energy storage via power-to-gas in
future energy systems dominated by intermittent renewable energy sources,
together with the operational impact of power-to-gas on the integrated electric
power and natural gas systems. This overall goal is split in different sub-
objectives: (i) Assessment of the value of electricity storage for an investor in a
given electricity market. (ii) Identification of the circumstances which require
electricity storage via P2G to justify the need for investing in P2G conversion.
(iii) Once P2G would be installed, evaluation of the impact of such P2G units
on the operation of both the electrical power and natural gas systems.

Several tools are developed to study each of the above mentioned research
questions. (i) Three novel cost metrics, similar to the traditional levelized
cost of electricity are presented to express the value of storage in an electricity
market. (ii) An energy system investment model is presented to assess the
cost optimal amount of installed storage capacity, and in particular P2G, in
future energy systems under different environmental constraints. (iii) A novel
integrated operational energy system model comprising the electrical power and
natural gas sectors has been developed to analyze the impact of P2G on the
operation of the natural gas network.

Applying the different cost metrics to storage technologies showed how those
metrics can be used to assess the economic viability of different storage
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iv ABSTRACT

technologies. However, different examples also showed that it is not useful
to apply such levelized cost metrics to storage units with small energy storage
reservoirs like conventional batteries. For such technologies, a market price
analysis with full temporal detail is recommended.

Portfolio optimization studies showed that investments in P2G are triggered
by a requirement for large energy storage capacities which is typically related
to long-term seasonal storage of surplus renewable generation. High shares
of renewable generation could be installed as a consequence of an imposed
renewable target (above 70%), or when high CO2 emission prices would occur
(1000€/ton and above) in combination with an absence of CO2 sequestration
possibility. Once P2G is installed, it can also be used for short-term storage
cycles and deliver auxiliary services to the electrical power grid.

Short-term operational results indicate that the current Belgian gas network
contains ample amounts of inherent flexibility to accommodate P2G integration
in high renewable settings. The network can deal with possibly volatile gas
injections from P2G without impacting the normal operation of conventional
natural gas producers.



Beknopte samenvatting

De toenemende bezorgdheid over de opwarming van de aarde leidt tot drastische
veranderingen in het elektriciteitssysteem, zoals de toenemende hoeveelheid
intermitterende hernieuwbare bronnen (zon en wind). De installatie van
zulke hernieuwbare energiebronnen op grote schaal vereist een toenemende
hoeveelheid flexibiliteitsopties om een veilige uitbating van het elektriciteitsnet
te garanderen. Een mogelijks belangrijke flexibiliteitsoptie is energieopslag.
Naast batterijen en pompcentrales, die een relatief lage energiecapaciteit hebben,
kan indirecte energieopslag via "power-to-gas (P2G)ïnteressant zijn voor lange-
termijn (seizoens) opslag omwille van zijn groot opslagpotentieel.

Dit proefschrift onderzoekt de nood aan energieopslag via power-to-gas in
toekomstige energiesystemen die gedomineerd worden door intermitterende
hernieuwbare bronnen en de operationele impact van power-to-gas op het
geïntegreerde elektriciteits- en aardgasnetwerk. Dit onderzoek is opgesplitst
in drie delen: (i) Onderzoek van de waarde van elektriciteitsopslag voor
een investeerder in een gegeven elektriciteitsmarkt. (ii) Identificeren van de
omstandigheden die elektriciteitsopslag via P2G noodzakelijk maken. (iii) Indien
P2G geïnstalleerd is, evaluatie van de impact van P2G eenheden op de uitbating
van zowel het elektriciteitsnetwerk als het aardgasnetwerk.

Verschillende mathematische modellen werden ontwikkeld om ieder van de
bovengenoemde onderzoeksvragen te bestuderen. (i) Drie nieuwe genormali-
seerde kosteenheden (levelized cost metrics) zijn voorgesteld om de waarde van
opslageenheden in een elektriciteitsmarkt uit te drukken. (ii) Een investerings-
model is ontwikkeld om de hoeveelheid geïnstalleerde opslagcapaciteit, en P2G
in het bijzonder, te analyseren in een kost-optimaal elektriciteitssysteem dat
onderworpen werd aan verschillende duurzaamheidsdoelstellingen. (iii) Een
korte-termijn operationeel model bestaande uit de elektriciteitssector en de
gassector werd ontwikkeld om de invloed van P2G op de dagelijkse uitbating
van beide systemen te analyseren.
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Het toepassen van de verschillende genormaliseerde kosteenheden op op-
slagtechnologieën toont aan dat de kosteenheden kunnen gebruikt worden
om de economische rendabiliteit van de opslagtechnologieën in een gegeven
elektriciteitsmarkt te analyseren. Twee voorbeelden tonen echter aan dat het
gebruik van zulke kosteenheden niet nuttig is voor opslagtechnologieën met
kleine energiereservoirs, zoals conventionele batterijen. Voor zulke technologieën
is het aangeraden om een analyse te maken van het volledige prijsprofiel doorheen
de tijd.

Verschillende investeringsanalyses tonen aan dat investeringen in P2G econo-
misch optimaal zijn wanneer er een noodzaak is aan lange-termijn energieopslag.
Deze noodzaak ontstaat typisch wanneer er een grote hoeveelheid intermitterende
hernieuwbare bronnen geïnstalleerd zijn. Grote hoeveelheden hernieuwbare
bronnen worden geïnstalleerd wanneer exogeen een hoge hernieuwbare
doelstelling wordt opgelegd of wanneer er een hoge CO2 emissieprijs is in
combinatie met het gebrek aan de mogelijkheid tot CO2 berging. Eens P2G
geïnstalleerd is, kan het natuurlijk ook worden aangewend voor korte-termijn
opslag en het leveren van diensten aan het elektriciteitsnetwerk.

Korte-termijn operationele resultaten tonen aan dat het Belgische aardgasnet-
werk voldoende inherente flexibiliteit bezit om de installatie van P2G toe te
laten. Het netwerk kan, mogelijks volatiele, gasinjecties van P2G opvangen
zonder dat de normale uitbating van traditionele gasleveranciers beïnvloed
wordt.



List of Abbreviations

AADP available average discharge price

AAOP available average operational profit

AAPS available average price spread

ACC average charging cost

AEL alkaline electrolyzer

BOP balance of plant

CC carbon capture

CCGT combined cycle gas turbine

EAC equivalent annual cost

GFPP gas-fired power plant

GHG greenhouse gas

HHV higher heating value

iRES intermittent renewable energy sources

LCOE levelized cost of electricity

LCOS levelized cost of storage

MES multi-carrier energy system

MIP mixed integer program

OCC overnight construction cost

OCGT open cycle gas turbine
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O&M operation and maintenance

P2G power-to-gas

PEM polymer electrolyte membrane

PHS pumped hydro storage

PV photovoltaic

RADP required average discharge price

RAOP required average operational profit

RAPS required average price spread

RES renewable energy sources

rWGS reverse water-gas shift

SM synthetic methane

SMR steam methane reformer

SOEC solid oxide electrolysis cell

TCC total charging cost

TSO transmission system operator

WGS water-gas shift



Nomenclature

Sets
c ∈ C set of compressors c
e ∈ E set of power-to-gas units e
ng ∈ NG set of gas nodes ng
pl ∈ PL set of pipelines pl
gs ∈ GS set of gas storages gs
t ∈ T set of time steps t
v ∈ V set of valves v
gw ∈ GW set of gas shippers gw
x ∈ X set of piecewise linear pressure intervals x
x2 ∈ X2 set of piecewise linear flow intervals x2
zg ∈ ZG set of gas zones zg

Parameters
Aelyn,e location matrix, linking electrolyzers e to

electricity nodes n
{0,1}

Ametng,e location matrix, linking methanizers e to gas
nodes ng

{0,1}

Agfppng,i location matrix, linking gas fired power plants
i to gas nodes ng

{0,1}

Cgs gas storage cost per storage gs [e/Nm3]
Cgw gas production cost per gaswell gw [e/Nm3]

Cc gas compressor cost [e/Nm3]

Dp
x piece-wise linear pressure intervals [bar]

Dq
x2 piece-wise linear flow intervals [Nm6/h2]

ζ energy content per volume natural gas [MWh/Nm3]
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ηelye electrolyzer e efficiency [-]

ηmete methanizer e efficiency [-]

ηppi power plant efficiency [-]

F
met

e maximum synthetic methane production of
methanizer e

[MWCH4/∆t]

Fmete minimum synthetic methane production of
methanizer e

[MWCH4/∆t]

Gc compressor pressure increase ratio [-]

png maximum nodal pressure [bar]

p
ng

minimum nodal pressure [bar]

Gv valve pressure reduction ratio [-]

S
h

e maximum hydrogen buffer level of power-to-
gas unit e

[MWhH2]

She minimum hydrogen buffer level of power-to-
gas unit e

[MWhH2]

Hq
x2 quadratic piece-wise linear flow intervals [Nm3/h]

Hp
x quadratic piece-wise linear pressure intervals [bar2]

Iainpl,ng location matrix, linking each pipeline pl to its
entry node ng

{0,1}

Iaoutpl,ng location matrix, linking each pipeline pl to its
exit node ng

{0,1}

Icinc,ng location matrix, linking each compressor c to
its entry node ng

{0,1}

Icoutc,ng location matrix, linking each compressor c to
its exit node ng

{0,1}

IRgs minimum gas storage injection rate [Nm3/h]

Ivinv,ng location matrix, linking each valve v to its
entry node ng

{0,1}

Ivoutv,ng location matrix, linking each valve v to its
exit node ng

{0,1}

Izzg,ng location matrix, linking each gas node ng to
a gas zone zg

{0,1}

Kq
pl pipeline characteristic linking flow and

pressure drop
[bar2/Nm6]

Km
pl pipeline characteristic linking pressure and

line-pack
[bar/Nm3]

Lgng,t gas load at node ng [Nm3/h]
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Lgzg,t gas load at zone zg [Nm3/h]

Celye operations and maintenance cost of elec-
trolyzer e

[e/MW ∆t]

Cmete operations and maintenance cost of metha-
nizer e

[e/MWCH4∆t]

MDTmete minimum down time of methanizer e [∆t]

MUTmete minimum up time of methanizer e [∆t]

G
ely

e maximum electric power consumption of
electrolyzer e

[MW]

RDgs maximum ramp-down rate of gas storage gs [MWCH4/∆t]

RDmet
e maximum ramp-down rate of methanizer e [MWCH4/∆t]

RDgw maximum ramp-down rate of gas well gw [MWCH4/∆t]

RUgs maximum ramp-up rate of gas storage gs [MWCH4/∆t]

RUmete maximum ramp-up rate of methanizer e [MWCH4/∆t]

RUgw maximum ramp-up rate of gas well gw [MWCH4/∆t]

SDmet
e maximum shut-down rate of methanizer e [MWCH4/∆t]

SUmete maximum start-up rate of methanizer e [MWCH4/∆t]

Sgs maximum gas storage level [Nm3]
Sgs minimum gas storage level [Nm3]

WRgs maximum gas storage withdrawal rate [Nm3/h]

W gw maximum gas well production rate [Nm3/h]
W gw minimum gas well production rate [Nm3/h]

∆t length of one time step in hours [h]

Decision Variables
costcompc,t operation cost of compressor c at time step t [e/∆t]

costgas total operational cost of gas system [e]

coststorgs,t operation cost of gas storage gs at time step t [e/∆t]

costwellgw,t operation cost of gas well gw at time step t [e/∆t]

costptge,t operation cost of power-to-gas unit e at time
step t

[e/∆t]

δpng,t,x auxiliary variable assuring piece-wise linear
pressure intervals are used in logical order

[0,1]
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δqpl,t,x2 auxiliary variable assuring piece-wise linear
flow intervals are used in logical order

[0,1]

fmete,t methanizer e synthetic methane production
at time step t

[MWCH4]

γpng,t,x auxiliary variable assuring piece-wise linear
pressure intervals are used in logical order

{0,1}

γqpl,t,x2 auxiliary variable assuring piece-wise linear
flow intervals are used in logical order

{0,1}

gelye,t electric power consumption of electrolyzer e
during time step t

[MW]

qgfppng,t gas consumption by gas fired power plant at
node ng at time step t

[Nm3/h]

helye,t hydrogen production of electrolyzer e during
time step t

[MWH2]

hmete,t hydrogen consumption of methanizer e during
time step t

[MWH2]

mpl,t average line-pack level in pipeline pl during
time step t

[Nm3]

png,t pressure at node ng during time step t [bar]

p̃pl,t average pressure in pipeline pl during time
step t

[bar]

qc,t gas flow through compressor c at time step t [Nm3/h]
qgs,t gas flow to or from storage gs at time step t [Nm3/h]
qgw,t gas production rate at well gw at time step t [Nm3/h]
qv,t gas flow through valve v at time step t [Nm3/h]

q̃pl,t average gas flow through pipeline pl at time
step t

[Nm3/h]

qinpl,t entry flow of pipeline pl at time step t [Nm3/h]

qmetng,t methanizer e synthetic methane production
at time step t

[Nm3/h]

qoutpl,t exit flow of pipeline pl at time step t [Nm3/h]

she,t hydrogen buffer level of power-to-gas unit e
at time step t

[MWhH2]

slgs,t level of gas storage gs at time step t [Nm3]

vmete,t start-up status of methanizer e at time step t {0, 1}

wmete,t shut-down status of methanizer e at time step
t

{0, 1}

zmete,t on/off-status of methanizer e at time step t {0, 1}
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Chapter 1

Introduction

Rising climate change concerns drive unprecedented changes in the electrical
power system, like the massive deployment of intermittent renewable energy
sources (iRES). Such large-scale iRES deployment requires a variety of flexibility
options for the electrical power system to be operated reliably. One of the
important flexibility options is storage.

This dissertation studies the need for indirect energy storage via power-to-gas
in future energy systems dominated by intermittent renewable energy sources,
together with the operational impact of power-to-gas on the integrated electrical
power and natural gas systems.

This chapter introduces the research presented in this dissertation. Section
1.1 first provides the context in which this research is embedded. Next, the
motivation for this research is explained in Section 1.2 followed by a discussion
of the objectives and scope in Section 1.3. To end, Section 1.4 outlines the main
chapters of this document.

1



2 INTRODUCTION

1.1 Context

The rise of global average temperature levels and their suspected cause from a
rise of greenhouse gasses (GHGs) in the atmosphere has driven governments
worldwide to take actions. On a global level, many countries have expressed
the intention to peak their GHG emissions as soon as possible to hold the
increase in global average temperature below 2°C [1]. On a European level, the
European Union has agreed in their 2020 climate and energy package [2] to
reduce their GHG emission by 20% compared to 1990 levels, to obtain 20% of
the EU end energy from renewable energy sources (RES) and to improve the
energy efficiency by 20% compared to a set baseline by 2020. A more recent
climate and energy framework as proposed by the EU Commission specifies
targets with respect to 2030 [3, 4]. Aiming to obtain at least 32% of EU end
energy from RES and to improve energy efficiency by at least 32.5% compared
to a set baseline, which are expected to lead to a reduction of GHG emissions
by around 45% compared to 1990 levels. On a country level, Belgium has
agreed to contribute to the European 2020 targets by obtaining 13% of its end
energy from RES [5]. Many different pathways have been analyzed to reach
these energy and climate targets. In all of them, the electrical power system
plays a crucial role in decreasing GHG emissions. In addition, the required
reduction of GHG emission in heating and transportation is likely to cause a
shift from conventional fossil fueled heating and transport to electrical heat
pumps and electrical vehicles, making the electrical power system even more
important in the transition towards a sustainable energy provision. Depending
on the transition pathway, RES shares in the European electrical power sector
are projected to increase up to 64-97% by 20501 [6, 7].

The global paradigm shift towards low carbon energy systems triggers a massive
installation of intermittent renewable energy sources (iRES) capacity2, such as
solar photovoltaic (PV) and wind power generation. Globally, installed solar
PV capacity increased from 176 GWe in 2014 to 300 GWe in 2016 [8, 9] and
wind capacity increased from 350 GWe in 2014 to 467 GWe in 2016 [8, 9]. A
characteristic of this iRES generation capacity is that its output depends on
variable and often uncertain weather conditions. Since intermittent renewable
energy sources generate electrical power depending on the instantaneous weather
conditions rather than the instantaneous electrical power demand, substantial
local overproduction is expected in regions with large generation over-capacities.
In contrast, during nights and during wind-deficient-cold-spell periods, installed
PV and/or wind capacity may be idle leading to a lack of generation. To

1RES shares in terms of a fraction of the annual electrical energy
2The term ‘intermittent’ renewables is used to denote both the variable character and the

limited predictability of the electricity generation from these renewable sources.
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deal with both the lack and the surplus of iRES generation and to assure
the required balance between instantaneous electrical power generation and
demand, flexibility tools are necessary. Five options are usually considered:
(1) thermal power plant cycling; (2) the presence of strong electrical grids to
exchange electrical power with other regions; (3) storage of electrical energy; (4)
active electricity demand response (load shifting); (5) curtailment of superfluous
renewable electricity generation3. These flexibility options are already in use
today and will become much more important in future electricity-generation
systems [10, 11, 12]. All flexibility options differ with regard to their power rating,
ramp rates, energy rating, investment costs and operational costs. Electricity
storage could be an interesting source of flexibility as it can both absorb excess
electrical power and generate electrical power when other generation capacity
is unable to deliver.

1.2 Motivation

Given the global paradigm shift towards a low carbon energy system dominated
by renewables on the long-term horizon, comprehensive system-integration
studies of the technical and economic concepts are necessary to guarantee a
sustainable and reliable energy system at acceptable cost. Although some
electricity storage is already installed and successfully operated, additional
research must be done with regard to its effective technical and economic
integration in electricity systems [13]. Especially the possible use of long-term
(indirect) electricity storage requires more study.

Many different types of storage exist, both for short and long time periods
(i.e., having different energy reservoir characteristics) and with different charge
and discharge power capacity ratings [14, 15, 16]. In electrical power systems,
storage is historically dominated by pumped hydro [17, 18], although the amount
of installed battery capacity has been growing in recent years [19]. In future
energy systems in the NW-European region, storage being able to cover periods
of one to two weeks at peak demand may be necessary to cover a possible
cold spell [20]. Since pumped hydro and batteries are incapable of covering
such long duration efficiently, the conversion of superfluous electrical power to
hydrogen and preferentially synthetic methane to further increase th energy
density (usually referred to as “power-to-gas”) whereby that synthetic methane
is then fed into gas turbines, might become an important option [21, 22, 23].
Of all possible synthetic fuels, this dissertation focuses on methane since it can

3Often a sixth flexibility measure is mentioned, being the so-called sector-coupling (between
the electricity system and the heating and transportation systems). But this type of coupling
actually resorts under demand response and real or virtual storage.
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take advantage of the existing natural gas network and its energy density is
higher than that of hydrogen, which is a key parameter for large-scale storage.

While the importance of long-term electricity storage is recognized and the
concept of indirect electricity storage via power-to-gas (P2G) is known, the
actual implementation of storage through the P2G-option is rather novel. This
dissertation intends to provide insights concerning the use of P2G for energy
storage on two key points.

First, the use of synthetic methane for long-term storage in a cost-optimal energy
system is investigated, depending on the characteristics of the electricity system,
the cost of CO2 emissions (under the European Emission Trading System) and
the techno-economic characteristic of power-to-gas units. In addition to the
economic efficiency of synthetic methane in the transition towards a sustainable
electrical power sector, attention is given to the sustainable character of this
synthetic methane. After all, synthetic methane still relies on carbon to form
chemical bonds resulting in CO2 formation when the methane is actually used.

Second, once power-to-gas (P2G) units are installed, they create an additional
connection between the electrical power and natural gas systems, besides the
already existing connection from gas-fired power plants (GFPPs) as shown in
Figure 1.1. The impact of such stronger interlinkage of both systems on the
operation of the gas network will be investigated. Special consideration will be
given to the transfer of flexibility requirements from the electrical power system
to the gas system and its effect on pressure levels and gas flows.

Figure 1.1: Overview of the energy system, whereby both gas-fired power plants
(GFPPs) and power-to-gas (P2G) create a coupling between the electrical power
and natural gas systems. (H2 = hydrogen gas.)
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1.3 Objectives

Given the flexibility challenges facing the electrical power system as outlined
before, the main objective of this PhD research is to investigate the
opportunities and/or need for indirect electricity storage via power-
to-gas in future energy systems under different constraints. This
overall goal can be further split in different sub-objectives:

• Assessing the cost/value of electricity storage for an investor in a given
electricity market;

• Identification of the circumstances (and specification of the crucial
parameters) which require electricity storage via P2G in energy systems
dominated by intermittent renewable energy sources, to justify the need
for investing in P2G conversion;

• Once P2G would be installed, evaluate the impact of such P2G units on
the operation of both the electrical power and gas systems.

Several tools are developed to answer the above research questions, which will
be presented in this dissertation.

• Three novel cost metrics, similar to the traditional levelized cost of
electricity (LCOE) are presented to express the value of storage in an
electricity market;

• An energy system investment model is presented and implemented to assess
the amount of installed storage capacity, and in particular P2G, in future
cost-optimal energy systems under different environmental constraints;

• A novel integrated operational energy system model comprising the
electrical power and gas sectors has been developed to analyze the impact
of P2G on the operation of the gas network.

1.3.1 Scope and main assumptions

The research presented in this dissertation only considers the energy system,
its technical, economic and some environmental aspects, like CO2 emissions.
Although social aspects and environmental concerns like land and water use are
also important, they are not within the scope of this research. Investigating
whether there is at all a need for electricity storage via P2G in future
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energy systems is a logical first step before investigating the social and entire
environmental impact of it.

In line with this focus on the techno-economic aspects of energy systems, a
perfect competitive energy market is assumed in all studies presented in this
work. No strategic behavior of market players is considered. Furthermore, no
technology support mechanisms, like feed-in tariffs or subsidies are accounted
for.

During this research, deterministic optimization models are often used to
provide answers for the objectives outlined before. In these optimizations,
perfect foresight of future events, like the magnitude of hourly iRES generation,
is assumed, neglecting uncertainty. Although there is no perfect foresight in
reality, using such methodology has the advantage of providing clear results
which allow for an unambiguous interpretation.

Two different optimization models are used during this research, an investment
model and an operational model. Due to the low technical detail of the
investment model, an optimization horizon of 1 year (Chapter 4) and up
to 3 years (Chapter 5) is used with hourly time steps. The operational model,
which contains more technical detail, is used with an optimization horizon of 24
hourly time steps (Chapters 6 and 7).

1.4 Outline

The outline of this dissertation is as follows:

Chapter 2 presents a description of the P2G process and a review of the main
technical components required to produce synthetic gas. The technical state-
of-the art and economic characteristics are discussed in the context of energy
systems with high shares of RES capacity. Chapter 2 ends with an overview
of other synthetic fuels and their advantages and disadvantages compared to
synthetic methane.

Chapter 3 considers the cost of storage and how it can be expressed by
means of different metrics. The traditional levelized cost of electricity (LCOE)
is translated to a levelized cost of storage (LCOS), of which the advantages
and disadvantages are investigated. This leads to the introduction of three
novel metrics to express the cost of storage, the required average discharge
price (RADP), the required average price spread (RAPS) and the required
average operational profit (RAOP). Examples are presented to illustrate the
effectiveness and limitations of these metrics. Chapter 3 concludes with some
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real-life examples of the different novel storage metrics. This chapter is based
on:

Belderbos, A., Delarue, E., Kessels, K. and D’haeseleer, W. Levelized
cost of storage - Introducing novel metrics. Energy Economics 67 (2017),
287–299.

Chapter 4 evaluates the use of P2G in future cost-optimal energy systems.
First, an analysis is made of the conditions which have to be met in order
to use P2G as renewable energy storage technology. Next, an energy system
investment model is presented which determines the cost optimal electricity
generation and storage portfolio to serve a given electrical power demand under
different environmental constraints. A last analysis extends the optimization
of the electricity generation and storage portfolio by considering both the
electrical power demand and a hydrogen demand from industry, which allows
to investigate the need for P2G if it can be used both as storage technology and
to provide chemical feedstock to the industry. This chapter includes elements
from:

Belderbos, A., Delarue, E. and D’haeseleer, W. Possible role of Power-
to-Gas in future energy systems. European Energy Markets Conference
(EEM), May 2015, Lisbon.

Belderbos, A., Delarue, E. and D’haeseleer, W. Critical factors shaping
the need for long-term energy storage via power-to-gas. TME working
paper.

Chapter 5 aims to generalize the optimization analysis presented in chapter 4
by investigating the link between optimally installed P2G capacity and variations
in both the electrical power demand and renewable generation profiles. The
share of P2G capacity in the total storage capacity is compared to the duration
and magnitude of renewable surplus generation and shortage. This method is
first applied to methodological demand and renewable generation profiles, after
which it is applied to real profiles. This chapter is based on:

Belderbos, A., Virag, A., D’haeseleer, W. and Delarue, E. Considerations
on the need for electricity storage requirements: Power versus energy.
Energy Conversion and Management 143 (2017), 137-149.

Chapter 6 introduces a novel integrated operational model comprising the
electrical power and gas systems, which is used in chapter 7 to analyze the impact
of P2G on the gas system operation. The model objective and formulation are
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presented first, followed by a verification of the gas flow representation. Chapter
6 concludes with five case studies to illustrate the value of the novel model
aspects compared to existing models in the literature. This chapter includes
elements from:

Belderbos, A., Bruninx K., Valkaert, T., Delarue, E. and D’haeseleer, W.
Facilitating renewables and power-to-gas via integrated electric power-gas
system scheduling, TME working paper.

Valkaert, T., Belderbos, A. and D’haeseleer, W. Modeling transient gas
flows through uniform pipelines with a focus on line pack and line pack
flexibility., TME working paper.

Chapter 7 analyzes the impact of P2G on the daily operation of the gas
network. The gas network flexibility used by P2G and its effect on the operation
of conventional gas production facilities, storage and GFPPs is discussed. This
chapter includes elements from:

Belderbos, A., Valkaert, T., Bruninx K., Delarue, E. and D’haeseleer, W.
Facilitating renewables and power-to-gas via integrated electric power-gas
system scheduling, TME working paper.

Chapter 8 summarizes and concludes the research presented in this dissertation
and provides recommendations for future research.



Chapter 2

Overview of different
synthetic fuel production
processes

This chapter presents an overview of the principles to produce synthetic fuels.
The production of synthetic methane is elaborated most extensively since it
will be the main focus of this work.

First a general overview of the entire power-to-gas process is given in Section 2.1,
after which the technical details, operational limits and economic characteristics
of individual electrolyzer and methanation units are presented and discussed in
Section 2.2 and 2.3, respectively. Section 2.4 provides high-level information of
other synthetic fuels which could be produced starting from electrical energy.
Section 2.5 concludes this chapter by summarizing the main findings.

The technical and economic characteristics presented in this chapter will be
used to select model parameters in all subsequent chapters.

9
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2.1 General overview of the power-to-gas process

The term "power-to-gas" (P2G) is in the literature used to denote the process of
converting electrical energy to hydrogen or methane, depending on the different
process steps considered. The first process step is always the decomposition of
water in hydrogen and oxygen using electrical power. A possible consecutive
step is the synthesis of the electrically produced hydrogen and CO2 to produce
methane. Unless otherwise specified, the term power-to-gas (P2G) is used in
this dissertation to denote the entire process to produce synthetic methane from
electrical power. A schematic overview of the different process steps is given in
Figure 2.1.

Figure 2.1: Overview of the power-to-gas process steps, including an intermediate
hydrogen buffer.

2.2 Electrolyzer

2.2.1 Operating principles

In the electrolysis step, a direct current is applied to pure water decomposing
the water molecules in hydrogen and oxygen following the reaction given in Eq.
(2.1) [24].

2H2O(l)→ 2H2(g) +O2(g) ∆0
r = +285.8 kJ/mol (2.1)

The overall reaction presented in Eq. (2.1) occurs in two phases, a reduction
reaction at the cathode and an oxidation reaction at the anode. The exact
shape of both reactions depends on the charge carrier, which in turn depends
on the electrolyzer technology used.

There exist three different types of electrolyzer technologies, in decreasing order
of maturity: alkaline electrolyzer (AEL), polymer electrolyte membrane (PEM)
electrolyzers and solid oxide electrolysis cell (SOEC). All three types will be
discussed next.
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Alkaline electrolyzer

An alkaline electrolyzer cell is composed of two electrodes immersed in electrolyte,
a 20-40% aqueous potassium hydroxide (KOH) solution. Both electrodes are
separated using a microporous diaphragm which allows the movement of ions.
When a direct current is applied to the AEL cell, a reduction reaction occurs at
the cathode, producing hydrogen and hydroxide ions as shown in Eq. 2.2. The
hydroxide ions can migrate through the diaphragm to be oxidized at the anode
to produce oxygen and water as given in Eq. (2.3) [24].

Cathode: 2H2O + 2e− → H2 + 2OH− (2.2)

Anode: 4OH− → O2 + 2H2O + 4e− (2.3)

A schematic representation of water decomposition in an AEL is given in Figure
2.2.

Figure 2.2: Schematic representation of the alkaline electrolyzer operating
principle. Figure based on [24].

Alkaline electrolyzers are the most mature type of electrolysis technology.
Although they were predominantly used for steady state processes, many
manufactures can now produce alkaline electrolyzers capable of following the
volatile production profile of intermittent renewables [12]. Detailed technical
specifications are provided in section 2.2.2.

Polymer electrolyte membrane electrolyzer

Instead of liquid electrolytes used in AEL, a proton conducting membrane is
used as solid polymer electrolyte in a polymer electrolyte membrane (PEM)
electrolyzer. When a direct current is applied to the PEM cell, pure water is
oxidized at the anode following Eq. (2.5). After the oxidation, hydrogen ions
are transported through the proton exchange membrane towards the cathode
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where hydrogen is produced during the reduction reaction as shown in Eq. (2.4)
[24].

Cathode: 2H+ + 2e− → H2 (2.4)

Anode: 2H2O → O2 + 4H+ + 4e− (2.5)

A schematic representation of water decomposition in a PEM elctrolyser is given
in Figure 2.3.

Figure 2.3: Schematic representation of the polymer electrolyte membrane
electrolyzer operating principle. Figure based on [24].

A detailed description of the technical characteristics is also provided in the
following section 2.2.2.

Solid oxide electrolysis cell

In a solid oxide electrolysis cell (SOEC) a thin solid oxide layer is used as the
electrolyte. Water vapor fed to the SOEC is reduced at the cathode forming
hydrogen and oxygen ions as shown in Eq. (2.6). At high temperatures, the
thin solid oxide layer becomes conductive for these oxygen ions to migrate to
the anode side for oxidation to oxygen molecules as follows from Eq. (2.7) [24].

Cathode: H2O + 2e− → H2 +O2− (2.6)

Anode: 2O2− → O2 + 4e− (2.7)

A schematic representation of water decomposition in a SOEC is given in Figure
2.4.

Although reported SOEC efficiencies (~90%) are much higher than those of
AEL and PEM electrolyzers [15], the high temperatures at which they operate
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Figure 2.4: Schematic representation of the solid oxide electrolysis cell operating
principle. Figure based on [24].

could lead to thermal inertia and result in limited dynamic operation. Therefore
and due to the limited maturity of the electrolyzer technology, SOEC will not
be further considered in this thesis.

2.2.2 Technical characteristics of electrolyzers

To allow for correct interpretation of the technical aspects (and economic aspects
in the following sub-section), a few remarks need to be made. First, no industry
standard yet exists on the nominal capacity and the overload capacity of an
electrolyzer unit; hence the nominal capacity is entirely defined by the individual
vendor [25]. The cost of an electrolyzer unit is, however, often expressed in
€/kWe with the ‘kWe’ referring to the nominal electrical capacity. Furthermore,
the efficiency varies with the load level of the electrolyzer and hence the efficiency
at nominal capacity depends on how the nominal capacity is defined. The lack
of such industry standard on the definition of nominal capacity makes it hard
to compare technical and economic characteristics reported in the literature.

A second reason why comparing data reported in the literature is not
straightforward, is due to the ambiguous definition of an electrolyzer ‘unit’
as stipulated by Frank et al. [26]. Depending on the author, an electrolyzer
‘unit’ comprehends at least the electrolyzer cell stack, but could also include the
entire balance of plant (BOP). The BOP is a term used to denote all peripheral
systems used for electrical power conversion, treatment, compression and storage
of the hydrogen gas, treatment of feed-in water and thermal balancing of the
unit. Technical and economic characteritics of the electrolyzer cell stack will
clearly differ from the characteristics of the entire unit, including BOP; however,
it is not always clear from the literature whether reported figures apply to the
cell stack or the entire unit including BOP.
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In the remainder of this thesis, all technical and economic characteristics will
be referring to the entire electrolyzer unit, including the BOP.

Efficiency

The energy efficiency of an electrolyzer unit is defined as the energy contained
in the produced hydrogen divided by the electrical energy consumed by the unit
to produce that amount of hydrogen. The efficiency of the cell stack is reported
to decrease for an increasing hydrogen production rate [27]. This decrease is,
however, counteracted by an increasingly efficient use of the BOP. Although
the entire energy consumption of the BOP will increase for higher hydrogen
production rates, the BOP energy consumption per unit of produced hydrogen
will decrease.

The range of electrolyzer efficiencies reported in the literature is given in Table
2.1. All efficiencies are expressed in the higher heating value (HHV) of hydrogen.

Table 2.1: Efficiencies of AEL and PEM electrolyzers, including the BOP.

AEL PEM Source
67-82% 74-87% [28]
65-80% 60-80% [29]

72.8% [26]
60.2-70.8% 54.3-70.8% [25]

Start-up times

Electrolyzer start-up times depend on the temperature of the electrolyzer cell
stack as described by Buttler and Spliethoff [25]. Start-ups from warm and
pressurized stand-by mode can occur within 1-5 minutes for AEL and within
seconds for PEM electrolyzers. The time required for a cold start-up depends
on the maximum possible rate at which the cell stack can be heated, which is
limited by the maximum current and voltage of the rectifier in relation to the
cell-stack size and by the allowable corrosion at maximum current and voltage
levels. For AEL, cold start-ups in the order of one to several hours are reported
while for the PEM electrolyzers, a cold start in the range of several minutes is
reported. An overview of start-up times is given in Table 2.2.



ELECTROLYZER 15

Table 2.2: Warm and cold start-up times for AEL and PEM electrolyzers,
including the BOP.

AEL PEM
Warm start 1-5 minutes seconds
Cold start 1-2 hours 5-10 minutes

Operating range

During electrolyzer operation, a continuous hydrogen contamination in the
oxygen stream occurs due to diffusion of hydrogen gas through the electrolyzer
membrane and due to electrolyte circulation (in case of AEL) [30]. The hydrogen
diffusion through the membrane is nearly independent of the operating point
of the electrolyzer, hence lowering the operating point results in a relative
increase of hydrogen contamination, possibly leading to flammable mixtures.
The minimum operating point of an electrolyzer is hence determined by the
maximum allowable hydrogen contamination in the oxygen stream, which is
typically 1-2% [25]. The resulting minimum operating point of AEL is 10-
40%; for PEM electrolyzers, the minimum load is lower due to the low gas
permeability of the polymer membrane (most suppliers even state no technical
limit of minimum load) [25].

Note that individual electrolyzer unit sizes range from several kilowatts to
megawatts [31]. Large-scale electrolyzer plants consist of multiple individual
electroyzer units which can be switched on and off individually. The minimum
operating load of the entire plant is hence equal to the minimum load of one
individual unit which can be very low compared to the overall plants’ nominal
operating point, resulting in a very wide operating range at plant-level.

The maximum operating point is defined by the maximum overloading capacity
which depends on the defined nominal operating point as mentioned before. For
clarity, a maximum operating point of 100% of nominal capacity will be used in
the remainder of this thesis. Hence no overload capacity is considered.

Ramp rates

NREL performed tests showing very dynamic operating capabilities of both
AEL and PEM electrolyzers allowing them to be used for frequency regulation
[32]. Buttler and Spliethoff [25] report that once the electrolyzer is at nominal
temperature, it can vary its full operating range in the order of seconds.
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2.2.3 Economic characteristics of electrolyzers

Overnight construction cost

The overnight construction cost (OCC) is composed of the equipment cost and
the installation cost, the latter typically in the order of 5-15% of the equipment
cost [25]. Although AEL is a mature technology, a wide range of OCC figures
are reported in the literature, as shown in Table 2.3. This could partly result
from a different definition of the electrolyzer unit, which may or may not include
the BOP depending on the author [26]. All the figures reported in Table 2.3 are
assumed to include the BOP, although it is not always clear which components
are exactly included in the BOP.

The range of reported costs for PEM electrolyzers is bigger than for AEL,
probably since the technology is less mature and hence a wider range of cost
estimations is made for the PEM technology. Note that the costs in Table 2.3
stem from literature published in different years and that it is often unclear on
which year the cost figures are based. Therefore, the reported OCC should be
interpreted with caution.

Table 2.3: Cost characteristics of AEL and PEM electrolyzers.

AEL PEM Source Year of publication
900-1125 e/kWe

a 400-600 e/kWe
a [28] 2013

1460-2390 e/kWe
b [33] 2017

800-1500 e/kWe 1400-2100 e/kWe [25] 2018
a Using 75% efficiency to convert expression in kWH2 to kWe.
b Using a 2017 average exchange rate of 1.13 $/e.

Operation and maintenance cost

The fixed operation and maintenance cost is often provided as a percentage
of the initial construction cost per year. For AEL figures between 2-3% are
reported [25] and for PEM electrolyzers they could range from 1.5% [33] to 5%
[25].

The variable operation and maintenance cost is predominantly determined by
the price of electricity and water, which depends on electrolyzer location and
time of operation.
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2.3 Methanizer

2.3.1 Operating principles

In the methanation step, hydrogen and CO2 are converted to methane and
water. This process is called the Sabatier process, named after Paul Sabatier
who discovered the process in 1902 [24]. The overall chemical equation goes as
follows:

CO2(g) + 4H2(g) 
 CH4(g) + 2H2O ∆0
r = −165.1 kJ/mol (2.8)

A two-step reaction mechanism is assumed, first a reverse water-gas shift (rWGS)
reaction to convert hydrogen and carbon dioxide to carbon monoxide and water,
as shown in Eq. (2.9). Second, a hydrogenation reaction occurs to convert the
carbon monoxide and hydrogen to methane and water, Eq. (2.10).

CO2(g) + 4H2(g) 
 CO(g) +H2O(l) ∆0
r = +41.2 kJ/mol (2.9)

CO(g) + 3H2(g) 
 CH4(g) + 2H2O ∆0
r = −206.3 kJ/mol (2.10)

The reaction equilibrium and process speed are determined by the pressure and
temperature at which the reaction takes place. Depending on the exact process
conditions, carbon precipitation can occur following the Boudouard reaction
(Eq. (2.11)) [34] and higher hydrocarbons can be produced, of which ethane is
the most stable and is formed according to Eq. (2.12) [35].

2CO(g) 
 C(s) + CO2(g) ∆0
r = −172.5 kJ/mol (2.11)

2CO2(g) + 7H2(g) 
 C2H6(g) + 4H2O ∆0
r = −132.0 kJ/mol (2.12)

The methanation reaction can occur in two ways: catalytic or biological,
depending on whether a chemical catalyst or biological micro-organisms are used
to facilitate the conversion from hydrogen and CO2 to methane. Each of these
methanation methods has its advantages and disadvantages, however, it seems
that catalytic reactors are more suitable for larger industrial methanation plants.
This is mainly due to the low gas velocity through the biological reactors, which
would require very high reactor volumes to reach high methane production
rates [31]. For this reason and since the focus of this thesis is large-scale energy
storage via power-to-gas, the remainder of this section will discuss catalytic
methanation.



18 OVERVIEW OF DIFFERENT SYNTHETIC FUEL PRODUCTION PROCESSES

2.3.2 Technical characteristics of methanizers

Before diving in the technical characteristics of methanation reactors, a few
remarks should be made concerning the interpretation of the presented data.
First, many different types of catalytic reactors exists, which distinguish
themselves by their design. Fixed-bed and fluidized-bed reactors are the most
well-known, although three-phase and structured-bed reactors have gained a
lot of research attention lately [24]. Second, irrespective of the reactor design,
different catalysts can be used, the most well-known is a nickel-based catalyst,
although many variations exists [36]. Third and lastly, similar to electrolyzers,
a difference should be made between characteristics referring to the reaction
column only and characteristics referring to the entire methanation plant,
including the balance of plant (BOP) [26].

The technical characteristics provided in this section, and economic character-
istics in the next section, refer to the entire methanation plant, including the
BOP. Nonetheless, due to the presence of such wide variety in reactor design
and catalyst types, the characteristics found in the literature and discussed
next, span a wide range of values. Since the interest of this thesis is mainly
in determining the relevance of P2G in a larger system context, averaged
methanation plant characteristics will be used later in the different studies.

Efficiency

The energy efficiency of the methanation process is defined as the energy
contained in the produced methane divided by the energy consumed in the form
of hydrogen. This energy efficiency should not be confused with the chemical
conversion efficiency which refers to the yield of reaction products (methane).
Since this thesis is focused on the energy aspects of the methanation process,
the term efficiency will always refer to the energy efficiency while a chemical
conversion efficiency of 100% is assumed.

A theoretical upper limit for the energy efficiency can be calculated by
considering a stoichiometric methanation reaction and using the higher heating
value (HHV) of reagents and reaction products. Taking a methane HHV of
887.18 kJ/mol and a hydrogen HHV of 284.26 kJ/mol, a maximum efficiency of
78% can be found following Eq. (2.13):

ηmet = HHVCH4 ·molCH4

HHVH2 ·molH2

= 887.18 kJ/mol · 1
284.26 kJ/mol · 4 = 78% (2.13)

The energy contained in the hydrogen feed-in which is not converted to methane
appears in the form of heat since the methanation reaction is exothermic.
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Although this maximum energy efficiency applies only to the reaction process
and hence does not account for any energy consumption in the BOP, still
higher efficiencies are reported in the literature for the entire plant, up to 85%
[28]. This is explained as often heat recovery is incorporated in the efficiency
calculation. Frank et al. [26] presents a clear distinction between the efficiency
without heat recovery (72.7%) and with heat recovery (up to 89.2%), depending
on the temperature at which the recovered heat is used.

Start-up and shut-down times

The methanation reaction occurs at high temperature (200-750°C [28]). In order
to start up the reactor, it should first be heated to a temperature of at least
200°C while the reactor is simultaneously purged with hydrogen or an inert
gas to prevent catalyst poisoning [31]. The limiting factor during start-up is
the time required to heat up the reactor, which depends on the reactor design,
catalyst volume and peripheral systems [35, 31]. Cold-start times in the range
of hours are reported in the literature [28].

To shut down a reactor, a process of purging the reactor at temperatures above
200°C and gradually cooling down the catalyst has to be followed, opposite to
the start-up procedure [31].

Minimum operating point

The operating point of a methanation reactor depends on the specific reactor
design. Although there is no minimum production rate required for the reaction
process, the energy contained in the produced methane should exceed the
energy consumption by the peripheral systems for the process to be useful. In
addition, some reactor designs require a minimum operating point for the heat
management system to work adequately. Götz et al. report a minimum load
between 10-40% of nominal load, depending on the reactor design [31].

Ramp rates

Dynamic operation of the methanation plant poses a risk to the catalyst due to
temperature swings which may cause catalyst cracking or sintering. However,
using adequate temperature control would allow the methanation plant to
operate dynamically [31]. The ramp rates thus depend partly on the temperature
control and the thermal inertia of the catalyst bed, which increases with the
catalyst volume and hence the reactor size. Although Lefebvre et al. present
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ramp rates of over 40% of nominal capacity in 10-20 minutes without temperature
control issues [34], the experiment was only demonstrated on a lab-scale reactor
and results might possibly not hold for industry-scale reactors. No specific ramp
rates have yet been reported in the literature for such industrial scale reactors.

2.3.3 Economic characteristics of the methanizers

Overnight construction cost

A wide range of overnight construction cost (OCC) figures between 130 and
1500 e/kWCH4 is reported in the literature, as is also mentioned by Götz et
al. [31]. This can be explained by the many different reactor designs available
and by the relative low maturity of methanation technology in the context of
P2G, which requires a more dynamically operated reactor compared to the
traditionally steady-state operated chemical processes.

Operation and maintenance cost

A fixed operation and maintenance cost of 5-7.5% of the OCC per year is
reported by Parra et al. [33]. A report by DNV-Kema reports a figure as high
as 10% of the OCC per year [28]. This fixed operation and maintenance cost
includes the peripheral systems but excludes the production of hydrogen, i.e.the
electrolysis step is not accounted for in these figures.

The technical and economic characteristics discussed in the two previous sections
will be used in all following chapters as input parameters for the different case
studies.

2.4 Other synthetic fuels

Although electrically produced hydrogen and synthetic methane are the focus of
this dissertation, many different synthetic fuels exists, which will be discussed
briefly in this section. A list of the most common fuels is provided below:

• Syngas
• Methanol
• Ethanol
• Dimethyl ether
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• Heavy hydrocarbons

Note that, since the interest of this dissertation is in storage of electrical energy,
only synthetic fuels which can be produced starting from electrical energy are
discussed. Fuels and production processes starting from fossil fuels, biomass or
other sources [21] will hence not be considered as they fall outside the scope of
this work.

Each of the fuels listed before can be made starting from electrically produced
hydrogen or syngas. In addition, many of the synthetic fuels can be converted
into another fuel, as shown in Figure 2.5.

Figure 2.5: Most important production-paths for synthetic fuels starting from
electrical energy.

An overview of different production processes for each of the synthetic fuels is
discussed next.

2.4.1 Syngas

Syngas is a mixture of hydrogen, CO and, sometimes, CO2. It can be produced
by co-electrolysis of water and CO2 using electrical power [37], by reacting
captured CO2 with hydrogen in a reverse water-gas shift (rWGS) reaction or
by dry-reforming (synthetic) methane. During the production of syngas by
co-electrolysis of water and CO2, a reduction of both water and CO2 occurs at
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the cathode as follows:

CO2 + e− → CO +O2− (2.14)

H2O + e− → H2 +O2− (2.15)

The liberated oxygen ions can then travel through the membrane to the anode
were the oxidation reaction occurs as follows:

2O2− → O2 + 4e− (2.16)

Syngas can be produced by mixing CO2 with hydrogen and sparking a reverse
water-gas shift (rWGS) reaction as given in Eq. (2.9) and repeated here:

CO2 +H2 
 CO +H2O

Removing water from the reaction products and adding additional hydrogen
results in the required syngas.

When syngas is obtained by dry-reforming synthetic methane, a reaction occurs
as follows [37]:

CO2 + CH4 
 2CO + 2H2 (2.17)

The production of syngas from methane is currently the most used production
path in industry. However, in a low-carbon future where methane is produced
synthetically starting from electrically produced hydrogen, it is expected that
syngas will be produced directly from hydrogen or by co-electrolysis of water and
CO2. In addition, many liquid fuels can be produced from methane, with syngas
as an intermediate product in the reaction process. Although this process occurs
quite frequently in industry when starting from fossil methane as feedstock, it
is likely not the most economically and energetically efficient route to produce
synthetic liquid fuels when starting from electrical energy. Hence, synthetic fuel
production paths starting from synthetic methane are not explicitly shown in
Figure 2.5.

2.4.2 Methanol

Methanol can be produced by direct hydrogenation of CO2 or by the syngas-to-
methanol process [37]. When methanol is produced by direct hydrogenation,
the reaction occurs as follows [38]:

CO2 + 3H2 
 CH3OH +H2O (2.18)



OTHER SYNTHETIC FUELS 23

When starting from syngas, methanol is produced as follows [39]:

CO + 2H2 
 CH3OH (2.19)

2.4.3 Ethanol

Ethanol can be produced from syngas. Depending on the catalyst used, a direct
synthesis from syngas occurs as follows [40]:

2CO + 4H2 
 C2H5OH +H2O (2.20)

Alternatively, the production of ethanol from syngas can occur via an
intermediate product, which can be either methanol or dimethyl ether. When
methanol is used as intermediate product, a homologation of methanol occurs
[41]:

CH3OH + CO + 2H2 
 C2H5OH +H2O (2.21)

When dimethyl ether is used as intermediate product, the overall reaction
becomes [40]:

CH3OCH3 + CO + 2H2 
 CH3OH + C2H5OH (2.22)

2.4.4 Dimethyl ether

The most conventional way to produce dimethyl ether is directly from methanol
by de-hydration of the methanol molecule, according to the following reaction
[42, 43]:

2CH3OH 
 CH3OCH3 +H2O (2.23)

This method is also know as the indirect synthesis method and differs from
the direct synthesis method, which starts from syngas. In the direct synthesis
method, methanol is also formed as an intermediate product (Eq. (2.19)), which
is in a simultaneous reaction de-hydrated to dimethyl ether (Eq. (2.23)) [44]. A
difference with the indirect synthesis method is that the direct synthesis method
occurs in one process.

A third option to produce dimethyl ether is the direct hydrogenation of CO2.
A hybrid catalyst is used which causes both a synthesis of methanol (Eq.
(2.18)) and de-hydration of this methanol to dimethyl ether according to Eq.
(2.23). Both reactions occur simultaneous, without the need for an intermediate
water-gas shift (WGS) reaction to convert CO2 to CO [39].
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2.4.5 Ammonia

The most common process for production of ammonia is the Haber–Bosch
process which synthesizes ammonia from hydrogen and nitrogen, according to
the following reaction [45]:

N2 + 3H2 → 2NH3 (2.24)

Alternatively when starting from surplus electrical energy, ammonia can be
synthesized electrochemically starting from nitrogen and pure water, thereby
avoiding the hydrogen production step, as follows [46]:

2N2 + 6H2O → 4NH3 + 3O2 (2.25)

2.4.6 Heavy hydrocarbons

The most popular hydrocarbons like gasoline, diesel and kerosene, can also
by produced synthetically starting from syngas or methanol [47]. When
hydrocarbons are produced from syngas, the well-known Fischer-Tropsch process
is used. Depending on the process conditions, a wide range of hydrocarbons
are produced which can further be upgraded to liquid fuels in conventional
petroleum refineries. The Fischer-Tropsch reaction is given in Eq. (2.26) with
n a positive integer

nCO + 2nH2 ← n(−CH2−) + nH2O (2.26)

To produce hydrocarbons from methanol, the Methanol-to-Gasoline process is
used, developed by Exxon Mobil. In this process, methanol is first de-hydrated
to form dimethyl ether (Eq. (2.23)), which is then converted to olefins, which
are in turn converted to gasoline [47].

2.5 Summary and conclusions

Starting from a surplus of renewable electrical energy, many different synthetic
fuels can be produced. Hydrogen and syngas can be used directly or as feedstock
to produce other synthetic fuels such as methane, methanol, ethanol, dimethyl
ether, ammonia and heavier hydrocarbons. The production process of each of
these synthetic fuels is discussed in this chapter. Although each of the fuels
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have different advantages concerning energy density, carbon content, toxicity
etc., special attention is given to synthetic methane since it can use the existing
natural gas grid for transport and storage and its energy density is sufficient to
allow for large-scale storage.

The production of synthetic methane occurs in two phases. First, hydrogen is
produced from water using electrical power in an electrolyzer, after which this
hydrogen is made to react with CO2 to form methane in the so-called Sabatier
reaction.

Three different types of electrolyzers have been considered: alkaline electrolyzers
(AELs), polymer electrolyte membrane (PEM) and solid oxide electrolysis cells
(SOECs). Although alkaline electrolyzers were predominantly used for steady
state processes, many manufactures can now produce alkaline electrolyzers
capable of following the volatile production profile of intermittent renewables.
PEM electrolyzers are having a slightly faster start-up time due to their
compactness and have a bigger operating range. SOEC are still in the research
phase. Although their reported efficiencies are much higher than those of
alkaline and PEM electrolyzers, it is yet unclear whether SOEC can handle
dynamic operation due to the high temperatures at which they operate, which
lead to high thermal inertia.

The methanation reaction can take place in a catalytic or biochemical manner.
The catalytic process is more controllable, but highly sensitive to impurities in
the reactant stream. Impurities form a lesser problem for biological methanation
but their methane production rate per reactor volume is significantly lower
compared to catalytic methanation reactors. Biological methanation is hence
less suitable for large-scale units. Many reactor designs exist for catalytic
methanation, this and the relative low maturity of methanation technology in a
renewable context leads to wide range of technical and economic parameters
found in the literature.

The technical and economic characteristics presented in this chapter will be
used as input parameters for the case studies in all subsequent chapters.





Chapter 3

Cost evaluation of storage

This chapter is mainly based on:
Belderbos, A., Delarue, E., Kessels, K. and D’haeseleer, W. Levelized
cost of storage - Introducing novel metrics. Energy Economics 67 (2017),
287–299.

Before investigating the possible role of power-to-gas (P2G) in future energy
systems, this chapter first presents different cost metrics to express the economic
viability of storage units in a given electricity market. For conventional electricity
generation technologies, the levelized cost of electricity (LCOE) is a well-known
metric. In the context of electricity storage however, such LCOE-like metrics
are only limitedly applicable as the finite energy storage capacity can limit the
charge and discharge scheduling decisions of the storage operator. In addition,
the “fuel”, i.e., charged electricity, and “generated electricity”, i.e., discharged
electricity, is one and the same commodity which requires to use an adapted
levelized cost metric. This chapter analyzes three different levelized cost metrics
and their application to electricity storage units used for electrical energy
arbitrage. In addition, the strengths and shortcomings of these storage cost
metrics are analyzed in order to determine how they can be applied correctly.

This chapter starts with an introduction of cost metrics and an overview of the
literature in Section 3.1. Next, a short review of the traditional LCOE metric is
given in Section 3.2, which is followed in Sections 3.3 and 3.4 by an introduction
and analysis of three levelized cost metrics applicable to storage. The use of
these cost metrics together with historical price profiles is shown in Section 3.5
and discussed in Section 3.6. Section 3.7 concludes this chapter.

27
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3.1 Introduction

To analyze the economic potential of different storage technologies and determine
which technology could store the necessary electrical energy in the most
economically efficient way, investors1 and policy makers can use a set of tools
ranging from the calculation of a summary cost metric to a simulation of the
entire electricity system or market. One of the most well-known summary
cost metrics to analyze the economic potential of a conventional generation
technology is the levelized cost of electricity (LCOE) [48]. This cost metric
is well established for conventional generation technologies but Joskow has
shown that applying the metric to generation technologies which are not fully
dispatchable (e.g. intermittent renewable energy sources (iRES)) should be
done with caution as it could easily lead to flawed conclusions [49]. An adapted
formulation of the LCOE metric was presented by Reichelstein and Sahoo [50]
to make it applicable to iRES. Inspired by the reflections by Joskow on applying
the levelized cost methodology to iRES, the aim of this chapter is to analyze
the levelized cost metric applied to storage technologies and to outline how it
can be used correctly.

Specifically for storage, there are several studies which use a range of cost metrics
to compare different technologies. The US DOE and EPRI [51] list 5 costs
metrics which can be used to analyze the economic potential of different storage
technologies: the installed cost, the levelized cost of capacity, the levelized cost
of energy and the present value of life-cycle costs both expressed in cost per
installed power capacity and cost per installed energy storage capacity. They
apply the different metrics to different technologies, but do not elaborate on
the metrics themselves. In a similar way, Jülch [52] applies the LCOE metric,
termed the levelized cost of storage (LCOS), to different storage technologies
in order to compare them. Zakeri and Syri [53] distinguish between a levelized
cost of electricity and a levelized cost of storage, where the latter excludes the
cost of charging electricity. This metric is then used to compare the life cycle
cost of different storage technologies. Compared to the aforementioned studies,
the present chapter analyzes the levelized cost metrics for storage technologies
themselves and how to use such metrics in general rather than applying them
to specific storage technologies.

Few studies exist which analyze the levelized cost metrics applied to storage in
a general way, rather than applied to specific situations. The existing studies
are discussed below and although the cost metrics proposed in each study have
their specific merits, they all couple storage to a specific generation technology,

1Although the investor, owner and operator of a storage unit can be three different entities,
in this work we assume they are all one and the same and will use the terms investor, owner
and operator as synonyms.
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thereby assuming a fixed cost for input energy. Pawel [54] has presented a
method to calculate the levelized cost of stored electricity in a similar way as
the traditional LCOE and has extended the formulation to analyze hybrid iRES-
storage plants. The World Energy Council (WEC) [19] proposed a formulation
for the LCOS in their report on electricity storage. In this formulation, the
cost for input energy, or the charging cost, is left out of the calculation to avoid
obscuring the results with too many assumptions. However, during further
analysis in the report, storage is coupled with iRES and thus implicitly taking
the levelized cost of this iRES as cost of input energy, as Pawel [54] did. Lai
and McCulloch [55] use the LCOS formulation as provided by the WEC to
analyze the cost component of storage in a hybrid iRES-storage plant. Together
with the levelized cost component of the iRES capacity, they come to a metric
termed the Levelized Cost of Delivery, which, although analyzed in a different
manner, sums up to a similar metric as Pawel [54] introduced. Poonpun and
Jewell [56] calculate a storage cost as a cost added to each kWh of stored energy.
In this chapter we show that this methodology neglects the cost due to efficiency
losses, which in turn depends on the cost of input energy.

This chapter adds to the existing literature as we extend the analyses made by
Pawel, the WEC and Lai and McCulloch. The presented work aims at giving
a more comprehensive analysis as it studies the impact of each parameter of
the levelized cost metric. Rather than looking at hybrid iRES-storage plants,
we focus our analysis solely on storage which acts upon a given price profile
(i.e., which arbitrages in the electricity market). This facilitates interpretation
of the results and makes the outcome more broadly applicable. The objective
of this work is two-fold: first, three cost metrics are presented and analyzed in
depth to gain insights on the cost of storage in general. Second, the strengths
and shortcomings of these cost metrics are analyzed to outline when and how a
levelized cost metric can be applied correctly to storage.

The perspective taken in this chapter is that of an actor who sees a varying
electricity price profile on which he can act to arbitrage between moments
with high prices and moments with low prices. In contrast to the traditional
terminology of naming the cost metrics from a cost perspective, the cost
metrics in this chapter are named from a price perspective to make a clearer
distinction between the different metrics. For typical generation units (both
of the conventional and intermittent/variable type), the LCOE is traditionally
referred to as the levelized "cost" of electricity although it is defined in terms of
the electricity price that breaks even the costs. In this chapter, we will focus
more on the required average electricity price for reaching that break-even point
for the investor/owner/operator2.

2The origin of this price related name will be explained in the next section.
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Three storage cost metrics are presented and analyzed which differ in the part
of the variable cost that is accounted for:3

1. the “required average discharge price”, should cover the full cost of the
stored electricity: it allows the investor/owner/operator to break-even the
investment cost, including payments on capital (interest for debt financing
and a certain rate of return for equity), and other fixed and variable costs,
incorporating the cost for the input electricity (that is effectively “bought”
and is the equivalent of the fuel cost in typical generation units, if any);

2. the “required average price spread”, is equal to the difference between the
required average discharge price and the average price (being a cost) at
which input electricity is charged;

3. the third metric is the “required average operational profit” which is the
average profit an investor should make from arbitrage for recovering the
investment cost, including payments on capital.

The three cost metrics are analyzed analytically and illustrated by simple
methodological examples. These examples allow to identify specific points of
attention when applying a levelized cost metric to storage and to outline how a
levelized cost metric can be used correctly in such cases.

Results of this research show that when a levelized cost metric is used, care should
be taken when the average charging cost is neglected, or is assumed to be zero,
as this implicitly means that the round-trip efficiency of a storage technology is
not accounted for. Also, it will be shown that a limited energy storage capacity
can limit the storage operator to capture the full possible arbitrage profit of
a certain price profile. In fact, the influence of this limited energy capacity is
hard to evaluate without extensive calculation as it impedes estimating the
total number of operating hours, the average electricity price during charging
and the average electricity price during discharging. It will become clear that a
1-on-1 translation of the LCOE to storage is insufficiently precise for storage
technologies with limited energy storage reservoir, like batteries, which might
lead to poor investment decisions. Instead, it is recommended to use the
levelized cost metric in combination with an analysis of an entire representative
price profile. In such case, using a levelized cost metric which is independent of
the charging cost is most convenient to use as it can be compared to multiple
price profiles without having to change the assumption for the average charging
cost. This is a similar finding as was mentioned by the World Energy Council
[19].

3Note that all cost metrics are a reformulation of the Net Present Value which is equal to
0. The metrics differ in the share of variable costs that is explicitly accounted for.
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As IRENA points out in their report on battery storage for renewables [57], the
levelized cost metric is not necessarily representative for the value of storage
as a storage facility can provide additional (“ancillary”) services to the energy
system not accounted for in the levelized cost metric. In the presented research,
the value of such services is not included. This could be taken into account
by subtracting a value term from the cost calculation but it is opted to leave
this for future work as extra complexity might obscure the presented results.
A second assumption made in this work is that of full foresight of the price
profile for the storage operator. The absence of full foresight in real applications
could be taken into account by adapting the method used to calculate a storage
operator’s possible arbitrage profit. This does not change, however, the way in
which the different cost metrics can be used.

A few other remarks and caveats of this work must be mentioned upfront.
The analysis presented should be as widely applicable as possible, meaning
that it pertains to storage units/facilities of any size, capacity and application
circumstance; the range of applicability stretches from short-time storage (like
batteries) with perhaps several cycles per day, to intermediate-term storage
(such as pumped hydro and compressed air storage), where cycling may range
from days to weeks, up to long-term or seasonal storage (such as power-to-gas),
where cycle periods may extend to months. This implies that the expressions
must be able to account for various construction duration lengths (and hence
the cost for “interest during construction”)4 —which may be negligible for
e.g., batteries, but not for larger storage units. Furthermore, in the interest of
generality5, we prefer not to use the concept of number of cycles. If desired,
the conversion is easily made, e.g., for units with several cycles per day or
per month, the amount of discharged electricity in year t (that we will refer
to as MWhdt ) can be written as MWhdt = P · 365 · χd · τ = E · 365 · χd or
MWhdt = P · 12 ·χm · τ = E · 12 ·χm with P the installed power capacity, E the
installed energy capacity, τ the discharge duration per cycle (with E = P · τ),
and χd or χm the number of discharge cycles per day or per month, respectively.
Note also that one can write the “produced” (i.e., discharged) electrical energy,
using the “load factor”, LF, being the ratio of the “number of discharging hours”
NDH divided by 8760 h/a, as follows, MWhdt = P ·NDH = P · LF · 8760.

To keep a sharp focus on the newly introduced metrics for storage, we will
keep the formulae as transparent as possible, thereby ignoring taxes (e.g., tax
deduction for depreciation) and subsidies. Although these transfer payments
could be reasoned away as not being real economic costs, they do indeed impact

4For larger facilities, the word “construction” is commonly used; for smaller units, perhaps
words like for “installation” or “erection” are more appropriate, whereby it is effectively
understood that it does not take much time.

5Although we simplify our analysis by always charging and discharging at the rated/nominal
power capacity of the storage device.
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the profitability for investors/owners and should therefore be considered in the
levelized cost of electricity (LCOE) as seen by investors in whatever tax regime
or subsidy environment they operate. However, because this is very dependent
on the tax/subsidy regimes (of which there is a large variety worldwide) and we
do not wish to overload our formulae presented here, we will discuss important
tax and subsidy elements in the levelized cost of electricity (LCOE) concept,
thereby relying strongly on Reichelstein and Yorston [58], in Appendix A.

3.2 Levelized cost of electricity formulation and
explanation of its meaning

The levelized cost of electricity (LCOE) for an electrical power generating
unit is defined as the fictitious average electricity price during its operation
hours and needed over the lifetime of the plant to break even the full costs for
the investor/operator/owner (including the desired rate of return and interest
payment on debt, which are included in the discount rate r, being equal to the
“weighted average cost of capital”, WACC6). Thus, the LCOE is the fictitious
stable electricity price needed to make the present value of the sum of all costs
and all revenues over the entire operational life of the unit equal to zero.

It is computed as follows [48]:

LCOE =
∑
t (OCCt +OMt + FCt + CO2,t +Dt) · (1 + r)−t∑

tMWht (1 + r)−t
(3.1)

Where:

OCCt = The Overnight Capital Cost expended in year t7

OMt = Operation & maintenance costs in year t, excluding fuel and
possible CO2tax

FCt = Fuel costs in year t
CO2,t = CO2tax costs in year t
Dt = Decommissioning and waste management costs in year t

6Conventionally, WACC = rdebt(Db/Tot)(1 − tc) + requity(Eq/Tot), with Db+Eq = Tot
and whereby Tot is the total volume of capital to be covered, Db the amount of debt financing
and Eq the amount of equity; rdebt is the interest rate on debt and requity the expected rate
of return for investors on own capital. tc is the corporate tax rate to be used to recover part
of the interest paid on the loan. In the simplified philosophy of no taxes, the factor (1 − tc)
should be dropped. The user must decide whether to use the real or the nominal discount
rate, and thus account for inflation or not.

7Note that t usually refers to one year, however, in every expression given in this chapter,
t could denote any time interval as long as the discount rate r is adapted accordingly.



STORAGE COST TERMINOLOGY 33

MWht = The amount of electricity generated in MWh in year t, being
equal to P ·NOH = P · LF · 8760, with P the installed power
capacity, NOH the number of operating hours and LF the
average load factor.

(1 + r)−t = The discount factor for year t, with r being the discount rate

Many of the costs usually take place in a different time period: investments
(represented by OCCt) take place during the construction or installation period,
whereas OMt, FCt and CO2,t (if any) occur during the plant operation and
decommissioning Dt takes place after the plant has stopped, and often even
a few years after that. Often the index t is taken to be zero at the onset of
operation, so that the construction period runs over a negative index. Through
the discount factor (1 + r)−t, the expression then automatically computes the
’interest during construction’ expenditures.

To introduce a levelized cost of storage (LCOS), a 1-on-1 translation of the
LCOE might be considered, thereby adopting its meaning in the sense that “fuel
cost” becomes “charging cost” (i.e., the price at which input electrical power is
“bought” by the storage facility) and ’MWh generated’ becomes the amount of
MWh discharged and thus sold in the market. The meaning of LCOS would
therefore read:

The LCOS could be defined as the fictitious average electricity price during
discharging needed over the lifetime of the storage plant to break even the full
costs for the investor (including payments for capital).

By means of the following analysis and the introduction of three cost metrics,
it will become clear that the LCOS as defined above is incomplete in the sense
that it is insufficiently precise and might therefore lead to poor investment
decisions.

3.3 Storage cost terminology

It turns out that a distinction can be made between three cost metrics which,
although being related to the LCOS, are more precisely formulated as: the
required average discharge price (RADP), the required average price spread
(RAPS) and the required average operational profit (RAOP). The word “average”
is a life-time average and each of these cost metrics is expressed on a per
unit energy basis (i.e., per MWh). To improve the readability, often we will
distinguish between “per unit of discharged energy” (MWhd) and “per unit
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of charged energy” (MWhc). Note that all three storage cost metrics must be
expressed as ‘required’, to reflect the need for a break even overall cost.

As already mentioned, a levelized cost approach for an investor/owner/operator
should include capital-related tax and/or subsidy effects to align these cost
metric formulations with the Net Present Value result for such actors, as
recommended by Reichelstein and Yorston [58]. However, to keep the focus on
storage specific aspects of the cost metrics, the tax effect is neglected in the
main text of the chapter. For completeness, an extended formulation of each
cost metric, including these tax effects, is given in Appendix A.

In the following part of this section, a mathematical formulation of all three
cost metrics is given.

3.3.1 Required average discharge price (RADP)

The required average discharge price (RADP) is basically a literal translation
of the traditional LCOE formulation as given in Eq. (3.1). For full-cycle P2G
storage, CO2 might be emitted by the electricity producing unit and should
thus be taken into account, however, for most storage facilities, there would be
no (operational) CO2-tax and thus that term could be omitted. To simplify the
formulation, the CO2-tax and decommissioning costs are omitted and variable
operation & maintenance costs are neglected. An extended formulation of the
cost metrics, including these costs, is given in appendix A. The formulation for
the required average discharge price is thus given in Eq. (3.2).

RADP =
∑
t (OCCt + FOMt + TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t
(3.2)

Where:

OCCt = The Overnight Capital Cost expended in year t
FOMt = Fixed operation & maintenance costs in year t
TCCt = Total cost of charged electricity in year t
MWhdt = The amount of electricity discharged in MWh in year t
(1 + r)−t = The discount factor for year t, with r being the discount rate

Note that as already mentioned, MWhdt = P · 365 · χd · τ = E · 365 · χd or
MWhdt = P · 12 ·χm · τ = E · 12 ·χm with P the installed power capacity, E the
installed energy capacity, τ the discharge duration per cycle (with E = P · τ),
and χd or χm the number of discharge cycles per day or per month, respectively.
As seen, the energy storage capacity does not explicitly appear in the formula
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for RADP although it has an effect via the amount of discharged electricity; it is
thus implicitly present in the factor MWhdt . This is obvious in the expressions
of the previous sentence and it will be discussed more extensively in Section 3.5.

TCC refers to the total charging cost. The reader must observe that only one
cost for the charged electricity is defined and used throughout the chapter. This
is similar to the LCOE philosophy for conventional generation plants, where
there is one fuel cost, conventionally expressed in, e/MWhe or $/MWhe, hence
taking into account the conversion efficiency (and thus the efficiency losses)
of the plant. In our case for storage devices, the equivalent “fuel cost” is the
cost of the charged electricity, whereby this cost also includes the effects of the
efficiency losses during both charging and discharging, which are in our definition
combined in the round-trip efficiency ηRT . There is no need to distinguish
between efficiency losses during charging and discharging (similar to the fact
that for conventional generation it is not necessary to split up the efficiency
in a thermodynamic part of the cycle and an electrical part of the electricity
generator, etc.). The only difference from a system’s perspective between a
generation plant and a storage device is the time delay between the “fuel” input
(i.e., charging) and electrical power output (i.e., discharging) in a storage device.

In general, the ’required’ average discharge price differs from the average
electricity price over the whole year as only prices during the time intervals of
discharging are taken into account. Likewise, the charging cost is not equal
to the annual average electricity price multiplied with the number of charging
hours. Rather, the charging cost is the sum of the actual electricity prices at
charging times, or said differently, the relevant ’average charging cost’ (average
charging cost (ACC)) is the weighted average cost obtained by averaging only
during the charging hours and accounting for the amount of charged energy.

3.3.2 Required average price spread (RAPS)

The price spread is defined as the difference between the discharging price and
the charging price. The required average price spread (RAPS) is defined as
given in Eq. (3.3), where MWhct expresses the amount of electricity charged in
MWh in year t.

RAPS =
∑
t (OCCt + FOMt + TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t
−
∑
t TCCt · (1 + r)−t∑
tMWhct (1 + r)−t

= RADP −ACC (3.3)

We have defined the average charging cost (ACC) as the total charging cost
divided by the total amount of charged electricity (MWhc) as indicated in Eq.
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(3.4):

ACC =
∑
t TCCt · (1 + r)−t∑
tMWhct (1 + r)−t

(3.4)

When exogenous charging, e.g., due to rain in a pumped hydro storage reservoir,
and self-discharging are neglected, the amount of energy charged and discharged
are linked through the round-trip efficiency ηRT , where we have assumed that
ηRT is constant:∑

t

MWhdt (1 + r)−t = ηRT
∑
t

MWhct (1 + r)−t (3.5)

Using Eq. 3.5, the required average price spread (RAPS) expression of Eq. 3.3
can be simplified to:

RAPS =
∑
t (OCCt + FOMt + (1− ηRT )TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t
(3.6)

Eq. (3.6) shows that the required average price spread (RAPS) should cover
the investment costs, the operation & maintenance costs and the cost due to
efficiency losses (given by the term [1− ηRT ]TCCt).

3.3.3 Required average operational profit (RAOP)

The total operational profit (OP) is the total revenue from discharging electricity
minus the total cost from charging electricity. The required total OP for
breaking even must equal the total costs expended for capital investment and
fixed operation & maintenance costs and equals the difference between the
required total revenue from discharging and the total charging cost as expressed
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in Eq. (3.7):8

Required total OP

=
∑
t

(OCCt + FOMt + TCCt) · (1 + r)−t −
∑
t

(TCCt) · (1 + r)−t

=
∑
t

(OCCt + FOMt) · (1 + r)−t (3.7)

For the reasons explained underneath Eq. (3.2), there is only one TCC which
is canceled out from the first line of Eq. (3.7).

The required average operational profit (RAOP) can be defined by expressing
the required total OP on a per unit of discharged energy basis, leading to Eq.
(3.8):

RAOP =
∑
t (OCCt + FOMt) · (1 + r)−t∑

tMWhdt (1 + r)−t
(3.8)

3.3.4 Numerical illustration of the different cost metrics

An example is presented to illustrate the required average discharge price
(RADP), the required average price spread (RAPS) and the required average
operational profit (RAOP) introduced in the previous subsection. The example
looks only at one year of operation for simplicity; the capital costs and fixed
operation and maintenance cost are therefore converted in an equivalent annual
fixed cost. Table 3.1 shows the assumed fixed cost, the round-trip efficiency, the
total number of discharging hours and the average charging cost for the reference
case. Parameter values will be varied within the different illustrative cases to
follow. The parameter values used are not based on a specific technology but
are merely chosen for illustrative purposes. For all examples, the storage unit is
assumed to charge and discharge at nominal power. This is not necessarily the
case in real situations but results can easily be generalized by expressing them
in equivalent full load hours.

8Note that, when certain costs, like labor costs, would be accounted for as fixed rather than
variable operation & maintenance cost, our definition of operational profit would differ from
the traditional definition as the latter excludes labor costs from the FOM when calculating
the operational profit; Where in our definition all indirect costs are regarded fixed and remain
in the calculation. However, if such labor cost is a direct cost (hourly wage) and as such
accounted as variable operation & maintenance cost, both definitions become equal as shown
in Appendix A.
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Table 3.1: Storage parameters used for the reference case

Installed power capacity (P) 1 MW
Equivalent Annual Fixed cost (OCC + FOM) 30,000 e
Round-trip efficiency (ηRT ) 80 %
Number of discharging hours (NDH) 1000 h
Averaged charging cost (ACC) 20 e/MWhc

Recall that no parameter is provided for the energy storage capacity E as there
is no need to explicitly take it into account in the different cost metrics.9 Also
the duration during which no charging or discharging takes place is not needed,
although it limits the max time during which electrical power can be discharged.

The RADP, RAPS and RAOP are calculated for the reference case. For 1,000 h
of discharging at nominal capacity of 1 MW (and thus discharging 1,000 MWh),
a total amount of 1,250 MWh (= 1,000 h x 1 MW/ηRT ) needs to be charged,
costing 25,000 e. Using Eqs. (3.2), (3.6) and (3.8), this leads to the results
shown in Table 3.2.

Table 3.2: Different cost metrics for a storage with parameters as provided in
Table 3.1

RADP 55 e/MWhd

RAPS 35 e/MWhd

RAOP 30 e/MWhd

As indicated in the previous subsection, the required average discharge price
(RADP) covers all fixed and variable costs. The sum of all costs per installed
MW is in this example equal to 30,000 e fixed cost and 25,000 e charging
cost, resulting in a total cost of 55,000 e. Divided by 1000 h of discharging
electricity at nominal power results in a required discharge price of 55 e/MWhd.
The required average price spread (RAPS) is equal to the required average
discharge price, RADP = 55 e/MWhd, minus the average charging cost (ACC),
20 e/MWhc, which is equal to 35 e/MWhd.10 Putting it in a different
perspective, the required average price spread (RAPS) is also equal to the fixed

9Indeed, it is implicitly present via MWhd
t = P · 365 · χd · τ = E · 365 · χd or MWhd

t =
P · 12 · χm · τ = E · 12 · χm with E = P · τ and NDH = 12 · χm · τ or NDH = 365 · χd · τ , so
that MWhd

t = P ·NDH = P · LF · 8760. (The symbols were defined near the end of Section
3.1.)

10Note that the subtraction of e/MWhc from e/MWhd is valid as both terms have the
same unit (i.e. e/MWh). The superscripts c and d are only added for clarity, but do not
change the unit of the cost.
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cost and cost due to efficiency losses. Indeed, applied to this example, the
efficiency losses per MW capacity amount to (1,250 MWhc – 1,000 MWhd) x
20 e/MWhc = 5,000 e. Added to the fixed cost and divided by all discharged
electrical energy leads to a required average price spread (RAPS) of 35 e/MWhd.
The required average operational profit (RAOP) only covers the fixed costs as
shown and explained by Eq. (3.8): dividing the capital cost of 30,000 e by all
discharged electricity (being 1,000 MWh) leads to an RAOP of 30 e/MWhd.
Note that the RAOP does not explicitly account for any operational costs as
this is implicitly captured in the definition of the required average operational
profit (RAOP).

3.4 Parameter variations

To gain deeper insight in the presented cost metrics, different parameters
(charging cost, efficiency and amount of discharged electricity) will now be
varied to analyze their effect on each metric and on the difference between the
metrics.

3.4.1 Varying the average charging cost

To analyze the sensitivity of each cost metric to different average charging costs,
a numerical illustration is presented first. For this example, the same fixed cost,
number of discharging hours and efficiency are used as given for the reference
case in Table 3.1. The average charging cost (ACC) is changed from 0 e/MWhc

to 100 e/MWhc. The resulting cost metrics RADP, RAPS and RAOP are
shown in Figure 3.1.

It is clear from Figure 3.1 that the required average operational profit (RAOP)
is constant for all average charging costs (ACC). This follows from Eq. (3.8)
which indicates that the RAOP should only cover the fixed costs. The required
average discharge price (RADP) and the required average price spread (RAPS)
increase with an increase in ACC, with a slope as given by Eqs. (3.9) and
(3.10):

∂RADP

∂ACC
=
∑
t (1 + r)−t

ηRT
(3.9)

∂RAPS

∂ACC
=

(1− ηRT )
∑
t (1 + r)−t

ηRT
(3.10)
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Figure 3.1: Required average discharge price (RADP), required average price
spread (RAPS) and required average operational profit (RAOP) as a function
of the average charging cost (ACC) for a storage device with characteristics as
given in Table 3.1, with constant round-trip efficiency and constant amount of
discharged electricity.

Figure 3.1 and Eqs. (3.9) and (3.10) show that the RADP increases more steeply
than the RAPS for an increasing ACC. This can be explained as the RADP
accounts for the full cost of all charged electricity, while the RAPS only account
for the cost of energy lost due to efficiency losses. It is clear that the slopes
of both sensitivities are not a function of the amount of discharged electricity
but they do depend on the round-trip efficiency and the discount rate. This
means that a change in ACC will have a bigger effect on the RADP and RAPS
of storage units with a lower efficiency and will have no effect on the RAPS
when the round-trip efficiency ηRT would become 100%.

In the given example, all cost metrics (RADP, RAPS and RAOP) become equal
when the ACC is equal to zero. This is easily explained since all three measures
only differ in how they account for the cost of energy losses or the full cost
of charged electricity, as can be seen from Eqs. (3.2), (3.6) and (3.8). Note
that when a variable cost different from the charging cost would be taken into
account, the RADP and RAPS would increase with equal magnitude and would
thus be different than the RAOP for an ACC equal to zero.
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3.4.2 Varying the round-trip efficiency

The round-trip efficiency is varied next. A graphical illustration shown in Figure
3.2 is used to gain some basic insights.
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Figure 3.2: Required average discharge price (RADP), required average price
spread (RAPS) and required average operational profit (RAOP) as a function
of the round-trip efficiency. For a storage unit with characteristics as given in
Table 3.1, with constant average charging cost (ACC) and constant amount of
discharged electricity.

It is clear that the required average operational profit (RAOP) is independent
of the round-trip efficiency. This can be understood as the operational profit
should, by definition, cover only the capital expenditures and fixed operational
and maintenance costs. Since the round-trip efficiency impacts only the variable
operational costs, it has no effect on the RAOP. This is also shown by Eq. (3.8).
The required average price spread (RAPS) and the required average discharge
price (RADP) both decrease with an increasing round-trip efficiency and do so
both with the same absolute magnitude. This can be understood by looking
at the sensitivity of the RADP and RAPS to a change in round-trip efficiency
ηRT as given in Eq. (3.11):

∂RADP

∂ηRT
= ∂RAPS

∂ηRT
=
−
∑
tACC · (1 + r)−t

η2
RT

(3.11)

The sensitivity formulated in Eq. (3.11) is negative since both the RADP and
RAPS decrease with an increasing efficiency. This is normal as the RADP
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and the RAPS need to cover, besides the fixed costs, the full cost of charged
electricity and the cost of efficiency losses, respectively. When the efficiency
increases, less electricity needs to be charged per MWh of discharged electricity
and hence, ceteris paribus, the total charging cost and the cost due to efficiency
losses decrease. Eq. (3.11) shows that the slope of this sensitivity is not a
function of the amount of discharged electricity but it does depend on the
average charging cost (ACC). The magnitude of the slope of this sensitivity
decreases with a decreasing average charging cost (ACC) (in absolute value),
and becomes zero when the ACC is equal to zero.

The difference between the RADP and the RAPS is equal to the average
charging cost (ACC) as presented in Eq. (3.12). This is obvious from Eq. (3.3),
or following Eq. (3.4):

RADP −RAPS = ACC =
∑
t TCCt · (1 + r)−t∑
tMWhct · (1 + r)−t

(3.12)

As a final note, it is pointed out that the RAPS and RAOP merge when the
round-trip efficiency is 100% and no variable costs other than the charging cost
are accounted for. This can be understood by looking at the difference between
the required average price spread (RAPS) and the required average operational
profit (RAOP) which is obtained by subtracting Eq. (3.8) from Eq. (3.6), with
the result shown in Eq. (3.13). This difference is exactly equal to the cost of
efficiency losses per MWh of discharged electricity. Clearly, if no cost is incurred
due to losses when the round-trip efficiency is 100%, the right hand side of Eq.
(3.13) becomes zero and the RAPS is equal to the RAOP:

RAPS −RAOP =
(1− ηRT )

∑
t TCCt · (1 + r)−t∑

tMWhdt · (1 + r)−t
(3.13)

Rewriting Eq. (3.13) by using the relationship between the amount of charged
and discharged electricity as given in Eq. (3.5) and the expression for the ACC
in Eq. (3.4), shows that, although suggested differently by the denominator
in Eq. (3.13), the difference between RAPS and RAOP is independent of the
amount of discharged electricity:

RAPS −RAOP =
(1− ηRT )

∑
tACC · (1 + r)−t

ηRT

=
(

1
ηRT

− 1
)
·ACC ·

∑
t

(1 + r)−t (3.14)
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3.4.3 Varying the amount of discharged electricity

The required average discharge price (RADP), the required average price spread
(RAPS) and the required average operational profit (RAOP) of a storage unit
with characteristics as given in the reference case (Table 3.1) are shown in
Figure 3.3 for different numbers of discharge hours. It is clear that the RADP,
RAPS and RAOP change with the same difference in absolute magnitude (i.e.,
they stay kind of ’parallel’). To clarify this, we refer back to Eqs. (3.12) and
(3.14) and present Eq. (3.15) which all show that the difference between the
RADP, RAPS and RAOP only depends on the average charging cost (ACC)
and, except for the difference between RADP and RAPS, on the round-trip
efficiency but not on the number of discharging hours:

RADP −RAOP =
TCCt ·

∑
t (1 + r)−t∑

tMWhdt (1 + r)−t
(3.15)

=
∑
tACC · (1 + r)−t

ηRT
∑
t (1 + r)−t

=
ACC ·

∑
t (1 + r)−t

ηRT
∑
t (1 + r)−t

= ACC

ηRT

The decreasing trend of the RADP, RAPS and RAOP in Figure 3.3 originates
from the fixed costs (capital and fixed operation & maintenance), which are
divided by an increasing number of discharging hours. Hence the fixed costs
decrease per unit of discharged energy.

From Figure 3.3 and Eqs. (3.12), (3.14) and (3.15) above, we can also conclude
that the slope of change as a function of the change in number of discharging
hours is equal for each cost metric. In Eq. (3.16), this is expressed by
differentiating the RADP, RAPS and RAOP with respect to the amount of
discharged electricity MWhd:

∂RADP

∂MWhdt
= ∂RAPS

∂MWhdt
= ∂RAOP

∂MWhdt
=
−
∑
t (OCCt + FOMt) · (1 + r)−t∑

t

(
MWhdt

)2 (1 + r)−t

(3.16)

The formulation in Eq. (3.16) shows that the sensitivity of each cost metric to a
varying amount of discharged electricity is independent of the average charging
cost (ACC) and the round-trip efficiency.
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Figure 3.3: Required average discharge price (RADP), required average price
spread (RAPS) and required average operational profit (RAOP) as a function
of the number of discharging hours. For a storage unit with characteristics as
given in Table 3.1, with constant average charging cost (ACC) and constant
round-trip efficiency.

3.5 ‘Available’ prices compared to ’required’ prices

In the previous sections, three different required average price metrics were
introduced, which express the conditions for the storage investor to break even
the full investment cost, including the rate of return on investment, and possible
operational costs, depending on the metric. To assess whether this storage
investor will indeed break even on an investment, these required average price
metrics could be compared to representative historical available average prices,
as seen by the storage unit. Using available prices, again three metrics are
formulated: the available average discharge price (AADP), the available average
price spread (AAPS) and the available average operational profit (AAOP). It
will be shown that when an available average price metric is higher than the
required average price metric, it is worthwhile to invest in storage.

Note that the available, or observed, instantaneous electricity price chronology
that prevails in the market and that a certain storage unit ‘sees’ might differ
from the occurring electricity price chronology that the unit can take advantage
of when the energy storage capacity is limited. Two examples are presented to
illustrate this. In a first example, we learn that the number of hours actually
available for arbitrage can differ between storage units even if they act upon
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the same occurring price profile. Figure 3.4 below shows a day-night price
pattern with an alternating 12 hour low-price period and 12 hour high price
period. If this pattern would occur for an entire year, there would be 4380
potential discharge hours with high prices and 4380 potential charging hours
with low prices. A storage unit with a round-trip efficiency of 100% and an
energy storage to power capacity ratio (E/P-ratio) of 12 hours or more, would
be able to charge during all hours with low prices and discharge during all hours
with high prices. However, a storage unit with an E/P-ratio of e.g. 5 hours
would see the same price profile but would only be able to charge for 5 hours
and discharge for 5 hours a day due to energy storage limitations. For a storage
unit with a limited E/P-ratio of 5 hours, the occurring price pattern is clearly
different from the actually ’available’ price pattern which the unit is able to
capture.
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Figure 3.4: Reoccurring price signal with 24h period and alternating prices.

In a second example it is shown that one occurring price profile can lead to
different available average charging and discharging prices for different storage
units. An illustrative occurring price profile is presented in Figure 3.5. Consider
again two storage units with different E/P-ratios, one with an E/P-ratio of 12h
and one with an E/P-ratio of 5 hours who act upon the price profile shown in
Figure 3.5. It is clear that the first storage unit can charge for 12 hours and
then discharge for 12 hours, leading to an actually available average charging
price of 15 e/MWh and an actually available average discharging price of 35
e/MWh. The second storage unit with a smaller E/P-ratio can only charge for
5 hours and would in an optimal scenario only charge during the hours with
lowest price and discharge during the hours with highest price. Although this
would lead to an actually available average charging price of 10 e/MWh and
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an actually available average discharge price of 40 e/MWh, the total profit of
the storage operator would be lower.
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Figure 3.5: Reoccurring price signal with 24h period and increasing prices.

Both examples show the need to carefully analyze the entire occurring price
profile when determining the average available cost metrics. The previous
examples show furthermore that it is necessary to account for specific storage
unit characteristics in this price profile analysis. Specifically when the storage
unit is not always freely dispatchable by the storage operator, e.g., due to a
limited energy storage capacity, considering only levelized cost metrics without
analyzing representative price profiles might lead to erroneous conclusions
considering the profitability of storage investments.

In the following sub-sections, the three available price metrics are introduced
and graphically presented as a function of the number of discharge hours. A
sensitivity analysis on the energy-to-power ratio and the round-trip efficiency is
performed for each of the available price metrics. Furthermore, a comparison
between the required price metric and the available price metric is presented
and discussed.

3.5.1 Available average discharge price (AADP)

The available average discharged price (AADP) is equal to the average electricity
price during actual discharge hours and is entirely defined by a given price
profile and storage operation, as expressed in Eq. 3.17,

AADP =
∑
tDRt · (1 + r)−t∑
tMWhdt (1 + r)−t

(3.17)
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Where:

DRt = Total revenue of discharged electricity in year t
MWhdt = The amount of electricity discharged in MWh in year t
(1 + r)−t = The discount factor for year t, with r being the discount rate

The available average discharge price (AADP) is calculated based on historical
price profiles. In the following examples the Belgian day-ahead electricity prices
in 2015 will be used [59]. To calculate the AADP, a small optimization program,
presented in Appendix B, has been developed and is used to optimize the
charging and discharging decisions of the storage operator, assuming perfect
foresight of the prices and taking into account the installed capacity in terms of
charging power, discharging power and energy storage. The optimization result
is a charging and discharging sequence for the entire year and allows calculating
the total charging cost, total discharging revenue, an available average charging
price and available average discharge price (AADP). In the following examples,
the AADP is calculated as a function of the number of discharging hours (NDH).
This NDH is imposed on the storage operator as the maximum number of hours
he is allowed to discharge in a year.11

Two examples are presented in Figure 3.6 to gain insight in the AADP concept.
On the left hand side of Figure 3.6, the AADP as a function of NDH is calculated
for different values of the energy-to-power (E/P) ratio and a round-trip efficiency
of 80%. On the right hand side of Figure 3.6, the AADP is calculated for different
round-trip efficiencies and an unlimited energy-to-power ratio. Both figures
show that the AADP decreases for an increasing number of discharging hours
(NDH). This is reasonable as a very limited number of discharging hours (NDH)
incentivizes the storage operator to discharge only during hours with very high
electricity prices. When more discharging hours are allowed, the storage operator
will also discharge during hours with lower electricity price which thus decreases
the AADP. The left hand side of Figure 3.6 further shows that a limited E/P
ratio both decreases the AADP and the number of hours for which arbitrage is
profitable. Indeed, for small E/P ratios, a storage operator might be unable to
discharge during a substantial period of consecutive hours with high prices as he
can only store a limited amount of energy for small E/P ratios. This can limit
the profitable arbitrage hours for the storage operator and force the operator to
discharge during hours with lower prices, resulting in a lower AADP. The right
hand side of Figure 3.6 shows the AADP for different round-trip efficiencies.
If the storage unit were to have an unlimited E/P-ratio, the efficiency clearly

11Note that storage owners are expected to operate their storage for as many hours as
economically favorable, hence imposing a maximum number of discharging hours is artificial.
It is done here, however, to present the evolution of different metrics as a function of the
NDH.
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has no influence on the magnitude of the AADP as the storage operator will
always discharge during hours with highest prices. However, it has an effect on
the number of hours for which arbitrage is profitable and hence the efficiency
has an influence on the number of discharging hours that the storage unit is
operated. Note that it is sometimes unprofitable to operate the storage unit for
the maximum allowed NDH; for such cases, the different figures show only a
curve for the NDH that the storage is effectively operated.
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Figure 3.6: The available average discharge price (AADP) for a storage unit
with parameters as presented in Table 3.1 for occurring prices at the Belgian
day-ahead electricity market in 2015. In the left panel, the AADP is presented
as a function of the number of discharging hours (NDH) for different energy-
to-power (E/P) ratios. In the right panel, the AADP is presented for different
round-trip efficiencies and an unlimited E/P ratio.

A comparison of the available average discharge price (AADP) and the required
average discharge price (RADP) is illustrated in Figure 3.7 for different amounts
of discharged electricity and for Belgian Day Ahead electricity prices of 2015.
In Figure 3.7, the AADP is compared to the RADP whereby the latter is not
calculated with a constant and thus average charging cost, but with the available
average charging cost obtained from the optimization result which was used to
calculate the AADP. The RADP shows a decreasing trend for an increasing
number of discharging hours (NDH) which could be anticipated from Figure
3.3 as elaborated before, where a given constant charging price was applied.
However, this trend in Figure 3.7 cannot be generalized since an increasing
RADP for an increasing NDH could occur as the result of an increasing average
charging cost. After all, recall that the average charging cost (ACC) used in the
RADP calculation was based on the average charging cost (ACC) obtained from
the AADP calculation and hence increases for increasing NDH. This increase
in ACC counters the decrease in fixed costs per unit of discharged electricity.
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Depending on which of both effects is strongest, the RADP could show an
increasing or decreasing trend for increasing NDH.
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Figure 3.7: Comparison of the available average discharge price (AADP) and
required average discharge price (RADP). The RADP is calculated with an
average charging costs (ACC) obtained from the historical profile used to
calculate the AADP. The AADP is calculated for a storage unit with an E/P
ratio of 10h.

Note that the intersection between the RADP and the AADP on Figure 3.7
indicates the exact amount of electricity that needs to be discharged, expressed
as a number of discharging hours at full power capacity, for the storage owner
to break even the full investment cost. However, the same conclusion cannot
be drawn if the RADP curve had been calculated using an a priori given, or
actually ‘estimated’, ACC. In such case, the intersection point would only give
an indication of the break-even point. Therefore an accurate estimation of the
ACC, compatible with the optimization procedure for charging and discharging,
has to be made in order to compare the RADP to the AADP.

3.5.2 Available average price spread (AAPS)

The available average price spread (AAPS) is defined as the difference between
the available average discharge price (AADP) and the average charging cost
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(ACC) as expressed in Eq. (3.18):

AAPS = AADP −ACC

=
∑
tDRt · (1 + r)−t∑
tMWhdt (1 + r)−t

−
∑
t TCCt · (1 + r)−t∑
tMWhct (1 + r)−t

(3.18)

Figure 3.8 shows the AAPS for different E/P ratios in the left panel and for
different round-trip efficiencies in the right panel. Similar to the AADP, a
small E/P-ratio leads to a decrease in the number of hours where arbitrage
is profitable and thus a decrease in the AAPS. The decrease of the AAPS
with NDH is stronger than the decrease of AADP as not only the average
available discharge price decreases, but also the average charging cost increases
with increasing NDH. The right panel shows the AAPS for different efficiencies
between 60% and 100% while assuming the E/P-ratio to be unlimited. It is
clear that the AAPS depends, albeit slightly, on the round-trip efficiency, as
opposed to the AADP. This dependency of AAPS on the efficiency is due to
an increase in the average charging cost (ACC). When the round-trip efficiency
decreases, more electricity will have to be charged to maintain a certain amount
of discharged electricity. To charge more electricity, the storage operator will be
forced to charge also during hours with higher electricity prices, leading to an
increase in both the total charging cost and the average charging cost and hence
decreasing the AAPS for a decreasing efficiency. Although the hours during
which the storage operator will discharge remain the same, and thus the AADP
remains equal, the AAPS will decrease as the ACC increases.

A comparison of the available average price spread (AAPS) and the required
average price spread (RAPS) is illustrated in Figure 3.9. The RAPS curve is
monotonically decreasing for an increasing NDH. It was shown before in Figure
3.1 that the RAPS is less sensitive to a change in ACC than the RADP as the
RAPS does not account for the full cost of charged electricity but only for the
cost of electricity charged to compensate for efficiency losses. Therefore, in
this example, the impact of an increasing ACC is lower in magnitude than the
decrease in fixed costs per unit of discharged electricity and hence the trend is
monotonically decreasing.

Note again that the intersection between AAPS and RAPS on Figure 3.9
indicates the exact break-even point. When an apriori prescribed ACC would
be used, the intersection point only indicates the estimated break-even point.
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Figure 3.8: The available average price spread (AAPS) for a storage unit with
parameters as presented in Table 3.1 for occurring prices at the Belgian day-
ahead electricity market in 2015. In the left panel, the AAPS is presented as a
function of the number of discharging hours (NDH) for different energy-to-power
(E/P) ratios. In the right panel, the AAPS is presented as a function of the
NDH for different round-trip efficiencies and an unlimited E/P ratio.

3.5.3 Available average operational profit (AAOP)

The available average operational profit (AAOP) is expressed in Eq. (3.19). It
is equal to the total revenue from discharged electricity minus the total cost of
charged electricity, averaged over the total amount of discharged electricity:

AAOP =
∑
t (DRt − TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t
(3.19)

Figure 3.10 shows the AAOP as a function of the number of discharging hours
(NDH) for different E/P-ratios and for different round-trip efficiencies in the
left hand side and right hand side panels, respectively. Similar to the analysis
in the previous sections, the left panel shows that a decrease in E/P-ratio
decreases the AAOP. As before, a small E/P-ratio may cause the storage unit
to be empty/full during many consecutive hours with high/low prices and thus
prevent the storage operator to capture certain arbitrage opportunities. This in
turn leads to a lower available average operational profit (AAOP). The right
panel shows that the AAOP decreases for a decreasing round-trip efficiency. A
similar trend was observed for the AAPS, where it was already mentioned that
a decreasing efficiency leads to increased amount of electricity that needs to
be charged in order to discharge a fixed amount of electricity. The electricity
needed to compensate for the extra efficiency losses will be charged during hours
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Figure 3.9: Comparison of the available average price spread (AAPS) and
required average price spread (RAPS). The RAPS is calculated with an average
charging costs (ACC) obtained from the historical profile used to calculate the
AAPS. The AAPS is calculated for a storage unit with an E/P ratio of 10h.

with higher electricity prices. It thus increases the average charging cost and
in turn decreases the available average operational profit (AAOP). Note that a
change in round-trip efficiency leads to a change in AAOP which is greater in
magnitude than the change in AAPS, which can be understood by comparing
Eqs. (3.18) and (3.19).

A comparison of the AAOP and RAOP is shown in Figure 3.11. The intersection
between the RAOP and the AAOP indicates the number of discharging hours at
full power capacity needed for the storage owner to break even the full investment
cost. Note that the RAOP is independent of the average charging cost (ACC)
and hence the intersection between RAOP and AAOP always indicates the
exact break-even point.

3.6 Discussion of the results

By comparing a required cost metric to the corresponding available cost metric,
an investor can assess the profitability of a certain storage unit. When the
required cost metric is lower than the available cost metric, it is profitable for the
storage owner to invest in the storage unit. The amount of discharged electricity
necessary to break-even the investment, is provided by the intersection of the



DISCUSSION OF THE RESULTS 53

0 1000 2000 3000
Number of Discharging Hours

0

50

100

AA
OP

 e
ur

o/
M

W
h

1 MWh/MW
5 MWh/MW
10 MWh/MW
50 MWh/MW

0 1000 2000 3000
Number of Discharging Hours

0

50

100

AA
OP

 e
ur

o/
M

W
h

100%
80%
60%

Figure 3.10: The available average operational profit (AAOP) for a storage
unit with parameters as presented in Table 3.1 for occurring prices at the
Belgian day-ahead electricity market in 2015. In the left panel, the AAOP is
presented as a function of the number of discharging hours (NDH) for different
energy-to-power (E/P) ratios. In the right panel, the AAOP is presented for
different round-trip efficiencies with an unlimited E/P ratio.

required and available cost metrics. As noted before, this intersection provides
the exact break-even point, when the average charging cost (ACC) used to
calculate the required cost metric is based on the actually available average
charging cost. If a certain given ACC would be used which usually differs from
the actually available ACC, the intersection between two metrics provides only
an estimation of the break-even point.

Figure 3.12 presents a comparison between the three required cost metrics and
their corresponding available cost metrics. The actually available ACC is used
for this figure, so the break-even point is equal for all three cost metrics.

As indicated before, the required average operational profit (RAOP) is
independent of the charging cost. It is therefore not necessary to assume
a charging cost ex-ante to calculate the RAOP as a function of the expected
number of discharging hours. This way, the profitability of a storage unit for
the investor can be estimated without calculating an available average charging
cost. It is therefore possible to compare only one RAOP to the AAOP based on
different historical price profiles. This is an advantage of the RAOP compared
to the RADP and RAPS; it is therefore recommended to use the RAOP. For
this reason, the remaining of this section focuses on the operational profits only.

To obtain a better understanding of the effect of changing storage technology
parameters on the comparison between the available and required operational
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Figure 3.11: Comparison of the available average operational profit (AAOP)
and required average operational profit (RAOP). The AAOP is calculated for a
storage unit with an E/P ratio of 10h.
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Figure 3.12: Comparison of the three available and the three required cost
metrics, with a close-up on the intersection between required and available
metrics in the right panel. The required cost metric is calculated using the
average charging cost obtained from the calculation of the available cost metric.
The available prices are calculated for a storage unit with an E/P ratio of 10h.

profit, some sensitivity analyses are presented next. From previous sections it
became clear that the RAOP depends on the total fixed cost and on the number
of discharging hours (NDH). The first analysis presented therefore consists of
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various RAOP curves as a function of the NDH for different fixed costs. This is
shown in Figure 3.13, where the AAOP, calculated based on historical prices
from 2015 as before, is compared to different RAOP curves. Depending on the
height of the fixed costs, the storage unit becomes profitable above a certain
number of discharging hours, in this example for fixed costs of 10,000 euro and
for 30,000 euro. However, when the fixed costs are too high, a storage investor
will not be able to break even his investment cost by temporal arbitrage on
an electricity market with prices similar to those on the Belgian Day Ahead
market in 2015, in this example for fixed costs of 50,000 euro and 100,000 euro.
Remark that the AAOP and all the RAOP curves stop at 2177 discharging
hours since there is no more arbitrage opportunity, and it is hence economically
not favorable, to operate the storage for more than this number of discharging
hours.
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Figure 3.13: Comparison of the available average operational profit (AAOP) and
required average operational profit (RAOP) for different capital cost values. The
AAOP is based on Belgian day-ahead electricity prices in 2015 and is calculated
for a storage unit with an E/P-ratio of 10h.

Note that current sodium sulfur batteries, for which the E/P-ratio of 10h as
used in Figure 3.13 is representative, would have a fixed cost between 3,000,000
and 4,000,000 euro for 1 MW of installed power capacity [19]. A calculated
RAOP for this storage technology would thus be so high that it would lay
outside Figure 3.13. It is hence not profitable to install such batteries at those
prices for energy arbitrage only on the Belgian Day Ahead electricity market in
2015.
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In the following sensitivity exercise, the number of discharging hours and
energy-to-power ratio is varied, all parameters influencing the AAOP. Figure
3.14 presents a comparison of the RAOP to the AAOP calculated based on the
historical prices occurring on the Belgian Day Ahead electricity market from
different years. Although all AAOP curves differ slightly, they are of the same
order of magnitude, especially for a higher number of discharging hours. In
the left panel, the AAOP curves are calculated for a storage technology with
an energy-to-power (E/P) ratio of 10 MWh/MW. The AAOP curves on the
right figure are calculated for a storage technology with an unlimited E/P ratio.
The difference between the left and right panel shows that the E/P ratio has a
considerable impact on the AAOP and profitability of a storage unit.
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Figure 3.14: In solid lines, the available average operational profit (AAOP) for
a storage unit with parameters as presented in Table 3.1 for occurring prices
at the Belgian day-ahead market in the years 2010-2015. The required average
operational profit (RAOP) is drawn as a dashed curve. In the left panel, the
AAOP is presented as a function of the number of discharging hours (NDH)
for an energy-to-power ratio of 10 MWh/MW. In the right panel, the AAOP
is presented for an unlimited energy-to-power ratio. The round-trip efficiency
equals 80% in both panels.

As a last sensitivity exercise, the AAOP is calculated for different values of
the round-trip efficiency. Figure 3.15 presents on the left hand side panel a
comparison between the RAOP and the AAOP of different historical price
profiles for a storage unit with a round-trip efficiency of 60%. The right hand
side panel shows the same curves for a storage technology with a round-trip
efficiency of 80%. Recall from section 3.4.2 that the RAOP is independent
of the round-trip efficiency but the efficiency does have an influence on both
the magnitude of the AAOP and on the amount of electricity for which it is
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profitable for the storage investor to arbitrage on the electricity market, as
expressed by the attainable NDH and as shown in Figure 3.10 before.
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Figure 3.15: In solid lines, the available average operational profit (AAOP) for
a storage unit with parameters as presented in Table 3.1 for occurring prices
at the Belgian day-ahead market in the years 2010-2015. The required average
operational profit (RAOP) is drawn as a dashed curve. In the left panel, the
AAOP is presented as a function of the number of discharging hours (NDH) for
an efficiency of 60%. In the right panel, the AAOP is presented for an efficiency
of 80%. The E/P ratio used in both panels is 10h. The right panel is identical
to the left panel of Figure 3.14.

3.7 Summary and conclusions

Since the increasing share of intermittent renewable energy sources leads to
a growing interest in storage capacity, there is a need for simple economic
tools which facilitate comparing different storage technologies in order to assess
whether an investment in a certain storage unit is worthwhile in a particular
market. In this chapter, three new cost metrics have been presented and analyzed
which are inspired by the well-known levelized cost of electricity (LCOE). The
presented metrics differ in the share of variable costs that is explicitly accounted
for. A first metric, the required average discharge price (RADP), covers the
full cost of the stored electricity in order for the investor to break-even the
investment, including a certain rate of return. The required average price spread
(RAPS), a second metric, is equal to the difference between the required average
discharge price and the average price at which input electricity is charged. It
thus takes into account the fixed costs and the cost due to efficiency losses.
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A last metric is the required average operational profit (RAOP) which is the
average profit an investor should make from arbitrage in order to finance the
investment cost and a certain rate of return. This last metric only accounts for
recovery of the fixed costs.

Analysis of the three metrics shows that for an increasing average charging
cost (ACC), the RADP and RAPS increase, while the RAOP stays constant.
Furthermore, when the ACC is exactly zero, or is neglected, care should be
taken as this implicitly means that the storage efficiency is not accounted for.
All three measures become equal in such case. An increase in the round-trip
efficiency leads to a decrease in both the RADP and the RAPS but has again
no influence on the RAOP. An increasing number of discharging hours, which
is representative for the amount of discharged electricity, leads to a decrease
which is equal in magnitude for all three metrics.

Two simple examples show, however, that the energy capacity is not explicitly
accounted for in the calculation of the cost metrics. Moreover, it is difficult to
evaluate the impact of a small energy capacity on the number of discharging
hours and the average price at which electricity can be charged. It is therefore
necessary to use the levelized cost metrics in combination with the analysis of
entire historical price profiles. Examples were used to show that the RAOP is
the most transparent cost metric to use as it is independent of the charging
cost and can therefore easily be compared to analyze historical price profiles of
different years without having to change the assumption for the average charging
cost. Price profile analyses in this work are made under the assumption of
perfect foresight for the storage operator. Incorporating uncertainty related to
non-perfect price foresight and exploring different operational strategies, by e.g.,
setting price thresholds for an upper charging price and a lower discharging
price, might be examined in future research.



Chapter 4

Identification of the need for
long-term electricity storage

This chapter contains elements from:
Belderbos, A., Delarue, E. and D’haeseleer, W. Possible role of Power-
to-Gas in future energy systems. European Energy Markets Conference
(EEM), May 2015, Lisbon.

Belderbos, A., Delarue, E. and D’haeseleer, W. Critical factors shaping
the need for long-term energy storage via power-to-gas. TME working
paper.

This chapter studies the possible role of power-to-gas for electrical energy storage
in future energy systems driven by intermittent renewable energy sources. For
this reason, an investment model has been built which optimizes the generation
and storage portfolio in an electrical energy system while complying with
imposed environmental constraints. A broad range of possible cases is studied
by varying many technical, economic and environmental parameters.

The chapter starts with an introduction, followed by a discussion on the
sustainability of synthetic fuels when used for renewable energy storage in
Section 4.2. The research methodology and the developed energy system
investment model are presented in Section 4.3. Next, Section 4.4 provides the
case study parameters. The results of the different case studies are presented in
Sections 4.5 and 4.6, the former considering the electrical energy system while
the latter accounts for both the electrical energy and hydrogen system. Section
4.7 finalizes this chapter with a summary and conclusions.

59
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4.1 Introduction

The global awareness of climate change and the corresponding tendency to
move towards more sustainable energy systems comprising large shares of iRES
generation capacity, drives the need for more flexibility in the electric power
system, as discussed in the introduction of this dissertation. The flexibility
is required to keep the necessary balance between instantaneous electrical
power supply and load and can be provided by different technologies which are
currently available: dynamic operation of conventional generation, the electricity
grid, energy storage, demand response and curtailment of the intermittent
energy sources. Each of these flexibility options has important advantages and
disadvantages in terms of cost and efficiency. In this chapter, the amount of
cost-optimal installed power-to-gas (P2G) capacity for long-term energy storage
in comparison to other flexibility options is studied.

To study the possible role of power-to-gas (P2G) in future high iRES electric
energy systems, an electric energy system investment model is developed to
optimize the electricity generation and storage portfolio for a given electrical
load and iRES generation profile. Some studies investigating the value of P2G
already exist. Vandewalle et al. [60] examine the effect of large scale P2G
deployment on the interactions between the electric power, gas and CO2 sectors
and its effect on the gas market price. Jentsch et al. [61] study the economic
optimal P2G capacity in an 85% iRES scenario. The study presented by van
Stiphout [62] uses an elaborate investment model to determine the cost optimal
P2G capacity for a limited number of cases in the absence of a CO2 cost. Blanco
et al. [63] use the TIMES model to investigate the optimal P2G capacity in
different energy systems on a European scale. They consider energy systems
under different CO2 reduction targets, availability of CCS, biomass, nuclear and
coal fired power plants, for different potentials of iRES and geothermal energy,
for different P2G characteristics, possible inclusion of the mobility sector and
different tax and subsidy schemes. The study presented by Blanco et al. is the
most complete study presently available in the literature.

The study presented in this chapter adds to the literature by investigating many
different system parameters complementary to the ones investigated by Blanco
et al. The amount of cost-optimal installed P2G capacity will be investigated
for different imposed shares of RES generation, for different CO2 emission
prices, different iRES mixes and different storage costs. In addition to this,
the effect of CO2 sequestration, P2G, battery and curtailment availability and
the possible occurrence of a cold spell on the amount of optimally installed
P2G is investigated. Once a thorough understanding of drivers to install P2G
in the energy system is obtained, the system is enlarged to incorporate the
hydrogen industry where hydrogen is traditionally produced by steam methane
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reformer (SMR) and used as a feedstock for the production of chemicals. This
way, possible beneficial interactions between the energy and hydrogen sector
can be understood. During discussion of the cases, they will be compared to
results obtained in the literature. In contrast to the study presented by Blanco
et al. [63], the model used here contains less detail and a smaller scope (i.e.
only the electricity system and hydrogen load are considered). Before discussing
the technical details of the model used in this study, the sustainability of P2G
itself is briefly touched upon.

4.2 Sustainability of synthetic fuels

Power-to-gas may be an interesting energy storage technology to cope with
the situation of massive iRES injection into the system. In such context, it is
instructive to investigate whether the produced methane is carbon neutral or
not. To determine whether P2G is a carbon neutral technology, it is necessary
to (i) define the notion of carbon neutrality and (ii) look at how the methane is
produced.

In this dissertation, energy is regarded as carbon neutral if no carbon is emitted
to the environment when the energy is converted from one form to another.
Therefore, two conditions should be met. First, the electrical power used in the
synthetic methane production process needs to be carbon neutral. Second, the
CO2 produced when using the synthetic methane should be recycled to produce
new methane or should be captured and stored.

As an example, two cases are examined and illustrated in Figure 4.1. CO2
is obtained from a carbon capture plant in both cases. In the first case, the
synthetic methane is used in a gas-fired power plant (GFPP) with carbon
capture (CC), resulting in a closed carbon loop for the part of CO2 which
is effectively captured.1 In the second case, the methane is used in a GFPP
without CC. As CO2 is in this second case emitted to the environment, the
synthetic methane is not carbon-neutral and hence the stored electrical energy
cannot be regarded as renewable.

1Since capture units do not capture 100% of the CO2 from flue gases, not all CO2 is part
of a closed carbon loop. To simplify matters we will, however, assume a capture rate of 100%
CO2 from flue gases in the remainder of this thesis.
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Figure 4.1: A sustainable (closed) carbon cycle and non-sustainable (open)
carbon cycle. Note that since capture units do not capture 100% of the CO2
from flue gases, not all methane used in the GFPP with CC is part of the closed
carbon loop

4.3 Methodology

A methodologically oriented energy system investment model is developed to
investigate the optimally installed amount of P2G in future energy systems.
This model is a linear program which optimizes the electricity generation and
storage portfolio to serve a given electrical power demand at lowest cost while
meeting imposed environmental constraints (RES target). In principle, the
TIMES model used by Blanco et al. [63] or the investment model presented
by van Stiphout [62] could be used for this study; however, we have opted to
develop a model specifically for this study with the particular aim to be very
transparent so as to well understand the behavior of the system in response
to parameter changes. In this model only the electric power, gas, carbon and
hydrogen sectors are considered and the technical detail is deliberately kept
low. In comparison to the other models previously mentioned with larger
scope or higher technical detail, the model presented in this chapter considers
a higher temporal detail and longer optimization horizon without inflating
the computational cost beyond acceptable levels. Such long time horizons are
especially useful to study long-term, seasonal, storage. A visual overview of the
model is given in 4.2.

The P2G unit is considered as two separate units, electrolyzer and methanizer
with intermediate hydrogen buffer. Similarly, the hydrogen system, with
hydrogen storage, demand and steam methane reformer, are only incorporated in
some cases of this study. This will be clearly indicated for each case throughout
the discussion of the results. The most important aspects of the model will be
discussed next, while a detailed description and model formulation is provided
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Figure 4.2: overview of the different energy systems accounted for in the
investment model. RES = renewable energy source, GFPP = gas-fired power
plant, SMR = steam methane reformer.

in Appendix C.

The model objective is to minimize total system cost which is equal to the
cost of all installed electricity generation, storage and carbon capture capacity,
fixed operation and maintenance (O&M) cost and the variable O&M cost,
represented by the cost of consumed natural gas and the cost of emitted and
sequestered CO2. This is formulated in the equation below, with C the cost per
unit of capacity for each technology and p the installed capacity per technology
(both with appropriate sub- and superscripts). “res” denotes renewable energy
sources with i the type of iRES generation (solar, onshore wind and offshore
wind), “pp” conventional power plants, “cc” carbon capture technology, “ely”
electrolyzer capacity, “met” stands for methanizer, “smr” for steam methane
reformer, “bat” for battery, “NG” for natural gas, with qNG the total amount of
consumed natural gas, “SM” stands for synthetic methane with e the installed
storage size. “hs” stands for hydrogen storage, CO2 for carbon dioxide, “em”
for emission and “seq” for sequestration with k̇ the amount of CO2 emitted or
sequestered per time step t.
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Cost =
∑
i

Cresi presi + Cppppp + Cppcc p
pp
cc + Celypely + Cmetpmet + Csmrpsmr

+ Csmrcc psmrcc + Cbatpbat + CNGqNG + CgseSM + Chsehs

+ CemCO2
∑
t

k̇emt + CseqCO2

∑
t

k̇seqt (4.1)

In this model, three types of constraints are imposed: environmental constraints,
technical constraints on the system level and technical constraints on the
unit level. The imposed environmental constraint is a minimum share of
consumed electrical energy which should originate from renewable sources.
For implementation convenience, the environmental constraint is expressed as
maximum share of the electricity which may originate from fossil sources as
expressed in the following formula, with ḟpp,NGt the fossil fuel consumption in
power plants, ηpp the power plant efficiency, R% the imposed share of renewables
and Ėlt the instantaneous electrical load per time step t.

∑
t

ḟpp,NGt ηpp ≤ (1−R%)
∑
t

Ėlt ∀t (4.2)

When the hydrogen system is accounted for, it is also subject to the same
imposed environmental constraint.

Possible revenue from selling the separated oxygen O2 is not accounted for in
the model. That could be an extra income as explained by Vandewalle et al.
[60].

In this model, a balancing constraint is imposed on the system level, assuring that
the instantaneous electrical load and instantaneous electrical power generation
are equal at all times. Electricity is generated by iRES and gas fired power plants
(combined cycle gas turbines) fueled with synthetic methane or natural gas.
Electricity can be stored indirectly as synthetic methane by P2G with the idea
to reconvert the methane to electricity using gas fired power plants, in batteries
or by pumped hydro storage. When the hydrogen load from industry is taken
into account, this hydrogen can be produced electrically with an electrolyzer or
from methane through the steam methane reforming process. When electrolyzer
and methanizer are modeled as two separate units, hydrogen can be stored to
match the time of production and consumption.
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On a unit level, conversion efficiencies are incorporated in the model and,
if applicable, CO2 production and capture rates. For each technology, the
maximum production or storage level is bound by the installed capacity.

No dynamic operational constraints, electricity grids, nor gas grids are taken
into account. This means that there is no cross-border electrical power exchange
with neighboring countries. The electric power system model is thus a point
model or, equivalently, a copper plate model. (And similarly, for the natural
gas grid/system.)

The most important decision variables are the amount of installed generation
or storage capacity and the hourly generation or charging/discharging per
technology. The time horizon of the model is 1 year, with hourly resolution.

As said above, the detailed model description is presented in Appendix C. The
following section presents the data used in the different case studies.

4.4 Case data

The Belgian electrical load and iRES generation profiles are used as a test case
to quantitatively address the opportunities for P2G. Load data of the Belgian
electric power system from 2015 are obtained from the Belgian transmission
system operator (TSO) [64]. Renewable generation profiles are obtained
separately (solar, onshore and offshore wind) from the TSO and are normalized to
a maximum magnitude of 1 and scaled according to the installed capacity. Note
that only one meteorological year (2015) is used in this chapter. Employing
multiple years of meteorological data would alter the results, however, the
sensitivity analysis presented in Section 4.5.5 (different iRES mixes) and the
results presented in Chapter 5 (using three years of meteorological data) suggest
that the results only change slightly. Considering a cold-spell or other extreme
weather events would most likely increase the need for flexibility, like installed
storage capacities, compared to the results presented here.

In the reference case, no pre-installed generation portfolio (of any kind) is
assumed, investments are only allowed for gas fired generation and iRES
technologies. For storage, no pre-installed capacity is assumed except for
the existing pumped hydro storage (PHS). Further storage investments are only
allowed for batteries and P2G, but not for PHS.

The cost characteristics of all conversion, storage and carbon capture technologies
are shown in Table 4.1 [65, 28, 66, 67, 68]. The cost data for P2G is based
on the review presented in Chapter 2. All cost are assumed to reflect current
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(2018) average technology costs. Since pumped hydro storage is assumed to be
pre-installed, it has no additional cost.

An equivalent annual cost (EAC) is used to express the annual fixed costs of each
technology. This EAC is not related to the levelized cost of electricity (LCOE)
or levelized cost of storage (LCOS), which account for all costs, including
variable and fuel costs and are expressed on a per energy generated or energy
stored basis, as defined in Chapter 3. Rather, this EAC considers only the fixed
costs and expresses these costs on an annual basis, independent of the actual
operation time. The equivalent annual cost, expression the fixed cost on an
annual basis is used since the optimization only has an optimization horizon of
1 year. If the overnight construction cost (OCC) would be used rather than the
EAC, the different economic lifetime of each technology would be neglected. In
such case, technologies with a long economic lifetime and high OCC would be
treated disadvantageously compared to technologies with a shorter economic
lifetime and lower OCC.

Table 4.1: Cost characteristics used in the reference case (OCC = Overnight
construction cost, DR = Discount rate, EAC = Equivalent annual cost, GFPP
= Gas fired power plant characteristics based on combine cycle gas turbines,
CC = Carbon capture)

OCC Lifetime DRa O&Mb EAC
e/kWe Year % % e/(y · kWe)

Battery 1500 12 5 1 184.24
CC unit for GFPPc 900 20 5 3.5 103.72
GFPP 1000 20 5 3.5 115.24
Onshore wind 1700 20 5 1.5 161.91
Offshore wind 4900 20 7.5 3.5 652.15
Solar PV 1600 20 5 1 144.39
Electrolyzer 550 20 7.5 2 64.95

e/kWCH4 Year % % e/(y · kWCH4)
CC unit for SMR 640 25 5 2 55.00
SMR 710 25 5 2 61.03
Methanizer 1800 20 7.5 2 212.57

e/kWhH2 Year % % e/(y · kWhH2)
Hydrogen storage 5 20 5 2 0.50

a Discount rates are risk-adjusted
b O&M as percentage of overnight construction cost
c Costs for the carbon capture (CC) unit do not include costs for the GFPP itself, the CC
unit should be installed separately
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The cost characteristics for natural gas and CO2 used in the reference case are
given in Table 4.2.

Table 4.2: Cost characteristics of natural gas and CO2 used in the reference
case.

Cost Unit Value
Natural gas e/MWhCH4 30
CO2 emission e/ton 50
CO2 sequestration e/ton 0

The storage and conversion efficiencies of all technologies are given in Table 4.3.
The batteries have an energy-to-power ratio of 7.2 kWh/kW, which is typical for
grid scale NaS batteries [66]. For pumped hydro storage (PHS), it is assumed
that a storage unit with 8000 MWhe electrical energy and 1000 MWe electrical
power capacity is initially available, inspired on the Belgian PHS in Coo. Note
that although most cases are started from a greenfield (i.e. no pre-installed
capacity is installed), there is always some pre-installed PHS capacity assumed.

Table 4.3: Storage and conversion efficiencies

Efficiency Energy-to- Initial energy Initial power
power ratio capacity capacity

Battery 90%a 7.2 h
PHS 85%a 8.0 h 8000 MWhe 1000 MWe

GFPP 55%
Electrolyzer 75%
Methanizer 70%
SMR 80%

a Single trip

All carbon related technical characteristics are listed in Table 4.4. The energy
cost per captured ton of CO2 in gas fired power plants corresponds to a drop in
GFPP efficiency of 15% or 8.25%pt. The energy cost per captured CO2 in the
steam methane reformer corresponds to a drop in efficiency of 6.25% or 5%pt.

The reference values for each parameter given in Table 4.1 - Table 4.4 will
be varied in different cases. An overview of the parameters that will be
varied and the possible value range is given in Table 4.5. During discussion
of the results, it will be mentioned which parameter values are varied in each
case. Note that for the cases which differ in yes-or-no ‘availability’ for certain
technologies, the availability of P2G and batteries refers to the availability to
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Table 4.4: CO2-specific technical characteristics

Parameter Symbol Unit Value
Carbon content per MWh
methane released in GFPP

αppCH4→CO2 ton/MWhCH4 0.2

Carbon content per MWh
methane released in SMR

αsmrCH4→CO2 ton/MWhCH4 0.1828

Electricity “consumed” to capture
1 ton of CO2 from GFPP exhaust

χppcc MWhe/ton 0.4125

Methane “consumed” to capture 1
ton of CO2 from SMR

χsmrcc MWhCH4/ton 0.3419

Maximum capture rate K - 1

Table 4.5: Parameter values which will be varied in different cases, reference
values emphasized in bold.

Parameter Unit Alternative values
RES share % 30 – 50 – 70 – 80 – 90 – 99a

CO2 emission price e/ton 50 – 100 – 500 – 1000 – 2000
Capacity legacy - Yes – No
Battery cost e/kWey 37 – 92 – 184 – 369 – 921

Electrolyzer cost e/kWey 13 – 33 – 65 – 130 – 325

Methanizer cost e/kWCH4y 43 – 106 – 213 – 425 – 1063

Sequestration availability - Yes – No
P2G availability - Yes – No
Battery availability - Yes – No
Curtailment availability - Yes – No
Cold spell considered - No – Every 3 years - Yearly
Hydrogen load considered - Yes – No
Minimum SMR share % 0 – 75

Onshore Offshore Solar PV

Share of iRES technology in iRES mix
12 % 22 % 66 %
33.33 % 33.33 % 33.33 %

No imposed constraints
a Note that not a 100% RES case is investigated but a 99% RES case. This is done since a
100% RES case often causes numerical problems to compute, which a 99% case does not.
Furthermore, the results observed for a 99% RES case are also valid for the 100% RES case,
given the limited amount of technical detail accounted for in this study.
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install these technologies and, since the cases are started from a greenfield,
also the availability to operate these technologies. For curtailment and CO2
sequestration, ‘availability’ refers to whether it is allowed to curtail iRES and
sequester CO2 (‘available’) or not (‘unavailable’), respectively.

4.5 Results and discussion

The different case studies will be presented and discussed in this section. Before
deep-diving in each of the case studies, some main trends of the results are
discussed first, to present a general overview.

The results of different case studies show that for ’standard parameters’, P2G
capacity only becomes economic as energy storage technology for high imposed
RES shares (expressed as a fraction of the electrical energy consumption per
year), above 70%. Only in cases where no other storage technology would be
available or the alternative storage technology would be very expensive, P2G
becomes cost efficient to install for imposed RES shares starting from 50%. The
specific composition of the iRES portfolio has no significant impact on these
observations.

A similar, but opposed, observation is made for the battery capacity, which
increases significantly when P2G technology is unavailable or very expensive.
In cases where iRES curtailment is not allowed, both battery and P2G capacity
increase to make sure all peaks of surplus iRES generation are stored.

Since gas-fired power plants are both used to serve the residual (peak) demand
with conventional natural gas and as discharge technology for energy stored as
synthetic methane, it is observed that a decrease in battery capacity usually
leads to an increase of gas-fired power plant capacity and vice versa, while
an increase in P2G capacity also leads to an increase in gas-fired power plant
capacity and vice versa.

The effect of CO2 sequestration availability depends on the height of the CO2
emission price. If a low CO2 emission price is imposed, the CO2 sequestration
availability has almost no effect on the installed storage and gas fired power
plant capacities since otherwise sequestered CO2 is now simply emitted at an
increased (but still ‘tolerable’) cost. If, however, a very high CO2 emission
price is imposed (1000 e/ton and above), it is most economic for the electricity
system to avoid the creation of additional CO2 in the electric energy system
through conventional natural gas. Hence, in such very high CO2 penalty cases,
large iRES, P2G and battery capacities are installed, more than required to
meet the (minimally) imposed iRES share.
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If an external hydrogen industry is taken into account, an exogenous hydrogen
load is assumed which is subjected to the same imposed RES target as the
electricity system. The hydrogen load can be served by a steam methane
reformer (SMR) or an electrolyzer, the former by converting methane to
hydrogen, the latter by electrically producing hydrogen from water (denoted as
electric hydrogen). Note that fuel cells are not considered in this study. When
the hydrogen industry is incorporated in the study boundary, an increase in
electrolyzer capacity is observed while the effect on other installed capacities is
usually minor. However, in cases where only a limited part of the instantaneous
hydrogen load can be served (for whatever reason) directly by electric hydrogen
from electrolyzers, then the only way to meet the imposed RES target is to
produce electric hydrogen and convert it to synthetic methane, which can be
reformed back to hydrogen using a steam methane reformer at a later instant.
In such cases, also an increase in methanizer capacity is observed.

4.5.1 Reference case

In the so-called ’reference case’, no pre-installed capacity is assumed (i.e., staring
from a greenfield for each separate run of imposed RES-share requirement),
except for the pre-installed PHS capacity. P2G (electrolyzer and methanizer),
batteries, PHS, curtailment and CO2 sequestration are all available. All reference
capacity costs listed in Table 4.1 are used together with a CO2 emission price
of 50 e/ton. A RES share (in terms of electrical energy) of 30%, with a mix
of 12% onshore, 22% offshore and 66% solar PV is imposed. No industrial
hydrogen load is accounted for in this reference case.

Table 4.6 and Table 4.7 show the installed capacities per technology and the
aggregated energy and carbon quantities in the reference case, respectively.

As can be seen from Table 4.6, a total of more than 20 GWe of iRES capacity
is installed to meet the required share of 30% electrical energy originating from
RES. The remaining 70% of the electrical energy load is entirely covered by
conventional natural gas. The residual electrical power load has a peak load of
13.42 GWe, covered by 12.42 GWe GFPP capacity and 1 GWe PHS which is
assumed pre-installed.2 Besides the PHS, no additional storage technology is
installed. For a RES share of 30%, only a few peaks in RES generation cannot
be consumed instantaneously or stored in the existing PHS unit. Given the
system under investigation, it is more economic to curtail these few peaks rather
than to install additional storage capacity. This leads to a curtailment of 1.35%
of the electrical energy originating from iRES, as shown in Table 4.7.

2The model does not install reserve capacities.
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Table 4.6: Installed capacities in the reference case.

GFPP 12.42 GWe

GFPP with carbon capturea 6.39 GWe

Onshore wind 1.57 GWe

Offshore wind 1.64 GWe

Solar PV 17.0 GWe

Battery 0 GWe

Electrolyzer 0 GWe

PHS 1 GWe

Methanizer 0 GWCH4

Methane storage 0 TWhCH4

Hydrogen storage 0 TWhH2

a 6.39 GWe of the 12.42 GWe is equipped with CC capacity.
The power rating refers to the nominal output rating of the
GFPP, without subtracting any electrical power sacrificed
to operate the CC unit.

Table 4.7: Aggregated energy and carbon quantities in the reference case (per
year).

Electrical energy load 87.03 TWhe
GFPP net generationa 60.63 TWhe

Onshore wind 3.22 TWhe
Offshore wind 5.91 TWhe
Solar PV 17.73 TWhe

Curtailment 0.36 TWhe
1.35 % of RES

CO2 emitted 4.74 Mton
CO2 sequestered 17.41 Mton
CO2 used 0 Mton

a the ‘net’ generation refers to the resulting GFPP
generation, after subtracting the electrical power
sacrificed to operate the CC unit.

4.5.2 Influence of the imposed RES share

If all hypotheses are kept as in the reference case (i.e., a CO2 emission price of
50 e/ton, CO2 sequestration available, battery and P2G storage available and
curtailment allowed) and the imposed RES target is increased, it is shown in
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Figure 4.3 that electrolyzer and methanizer technology become economic for
RES shares higher than 70%. This is comparable with the results presented
by Blanco et al. [63] who report P2G investments for RES shares above 60%.
In the results presented by van Stiphout [62], investments in P2G technology
start only for RES of 90% and higher. This last result could be explained by
recognizing that van Stiphout not only considers intermittent renewable energy
sourcess but also controllable RES capacity like biomass.
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Figure 4.3: Installed electrolyzer capacity (left axis) and methanizer capacity
(right axis) for increasing RES target, a CO2 price of 50 e/ton; no capacity
legacy between cases, batteries, CO2 sequestration and curtailment available,
iRES mix as in reference case.

Note that the left axis (electrolyzer capacity) and the right axis (methanizer
capacity) of Figure 4.3 have different scales as they are expressed in different
units. The electrolyzer capacity is expressed in MWe, referring to its capacity
to consume electricity, while the methanizer capacity is expressed in MWCH4

referring to the flow of methane it can produce. The right axis (methanizer)
is scaled such that if the electrolyzer would be connected directly with the
methanizer, and no intermediate hydrogen storage would be possible, the curves
would coincide on the graph.

Figure 4.3 shows furthermore that it is economically efficient to make use
of intermediate hydrogen storage. A greater amount of electrolyzer capacity
is installed to capture higher peaks in surplus iRES generation, while the
intermediate hydrogen storage would then reduce the amount of required
methanizer capacity and hence allow for more operating hours of that lower
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installed methanizer capacity. The fully charged hydrogen storage unit could
feed the methanizer between 44 hours and 65 hours at full load, the exact size
of the storage depending on the case.

4.5.3 Influence of the CO2 emission price

To investigate the influence of the CO2 emission price on installed capacities,
Figure 4.4 shows the electrolyzer and methanizer capacities for different imposed
RES targets and CO2 emission prices of 50, 100, 500, 1000 and 2000 e/ton.
Battery technology, curtailment and CO2 sequestration remain available as
before.
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Figure 4.4: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES target and different CO2 prices; no capacity
legacy between cases; batteries, CO2 sequestration and curtailment available;
iRES mix as in reference case.

Figure 4.4 shows that a change in CO2 emission price does not really lead to
a noticeable change in installed electrolyzer and methanizer capacity. There
is an effect, but it is effectively negligible.3 The reason that the CO2 emission

3Notwithstanding the fact that the effect is very small, it is nevertheless interesting that the
effect on electrolyzer and methanizer capacity (Figure 4.4) is not monotonic: higher CO2 prices
do not always lead to more installed capacities. A consequence of using a deterministic cost
minimizing model without considering uncertainty is that each variation in cost parameters
might trigger a variation in operational schedule and installed capacities, without necessarily
having an important underlying physical cause. Therefore, this small change in results is not
further elaborated.
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price has almost no effect on the electrolyzer and methanizer capacities is that,
because the CO2 sequestration option is available, an increase in CO2 emission
price is not an incentive to install more renewable and storage capacity; a
higher CO2 cost is an incentive to install more carbon capture capacity and
sequester more carbon, as shown in Figure 4.5. The slight change in installed
P2G capacity that is observed, is predominantly the result of a change in GFPP
operation. Indeed, when more GFPPs are equipped with CO2 capture units
and these CO2 capture units are more frequently used, this leads to a change
in operation of the GFPPs, and hence the optimal installed capacity of P2G
and battery units.
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Figure 4.5: Total installed GFPP capacity (left panel) and GFPP capacity with
carbon capture (right panel) for increasing RES targets and different CO2 prices;
no capacity legacy between cases; batteries, CO2 sequestration and curtailment
available; iRES mix as in reference case. Note that in the right panel, the 50
e/ton curve and 100 e/ton curve coincide from the 90% RES case onwards.

It is shown in the left panel of Figure 4.5 that an increase in CO2 emission price
has no real effect on the installed GFPP capacity. The right panel, however,
shows that it has a significant effect on the installed carbon capture capacity
(downstream of the GFPPs).4 As mentioned before, if the CO2 emission price
increases, more carbon capture capacity is installed and more CO2 is captured

4It is always the capacity of the GFPPs (with and without CO2 capture) that is shown.
Caution is needed when interpreting the installed capacities of the GFPPs in the two panels
shown in Figure 4.5. In the right panel all GFPP capacity shown has post-combustion CO2
capture installed, in the left panel, showing the capacity of all GFPPs, part of the GFPPs
have CO2 capture whilst the other GFPPs have no CO2 capture installed. Always gross
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and sequestered. The optimally installed carbon capture capacity as a function
of the imposed RES share shows two different trends. A first one, which can
be observed for all CO2 emission prices, is a declining carbon capture capacity
for an increasing imposed RES share (up to RES share of 70% for 50 e/ton
and 90% for 100 e/ton, respectively). Since the imposed RES share constrains
the amount of natural gas that can be used, it limits the operating hours of
the GFPPs and hence the operating hours of the carbon capture units. This
causes the carbon capture unit to be more costly compared to emitting the CO2
and paying the emission price. A second trend, which only occurs for a CO2
emission price of 50 e/ton (as of 70% RES share) and 100 e/ton (starting at
90% RES share), is an increasing carbon capture capacity for an increasing RES
share. As the share of RES increases, the need for P2G storage increases and
consequently the need for carbon to produce synthetic methane increases. The
reason this second trend is not observed for higher CO2 emission prices is that
the installed carbon capture capacity is already high due to the high emission
price and hence already plenty of CO2 is available for the methanation unit.

4.5.4 Influence of the CO2 sequestration option

The influence of CO2 sequestration availability is investigated next, with installed
capacities shown in Figure 4.6 - Figure 4.8.

Figure 4.6 indicates that for a low CO2 emission price (100 e/ton), the
availability of CO2 sequestration has no influence on the amount of installed
electrolyzer (left panel) and methanation (right panel) capacity; both the solid
and dashed blue lines coincide (although not quite visible since the green color
has priority in the color plotting, it seems). In such case, the CO2 which would
normally be sequestered is now emitted at additional cost but this cost is not
high enough to trigger additional investments in iRES or storage. As in Figure
4.4 before, if CO2 sequestration is available, the installed P2G capacities are
almost independent of the CO2 emission prices and therefore all solid lines
almost coincide. However, for higher CO2 emission prices, the CO2 sequestration
availability has a significant effect. Emitting the normally sequestered CO2
would be too costly. This cost is avoided partly by using the captured CO2 in
the methanizer unit and partly by reducing the CO2 production through the
use of additional iRES generation, as shown in Figure 4.7. Both effects reinforce

available capacities for the electricity system are shown, i.e. the reported installed capacities
indicate the maximum possible GFPP electricity generation, when the attached capture units
would not be operated. During time steps when the capture unit is effectively operated, the
maximum attainable effective electrical power generation is reduced according to the electrical
power sacrificed for own consumption of the capture unit.
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Figure 4.6: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets, with and without sequestration available
and different CO2 prices; no capacity legacy between cases; batteries and
curtailment available; iRES mix as in reference case. Note that the curves for
the 100 e/ton cases, the 1000 e/ton with sequestration and 2000 e/ton with
sequestration cases almost coincide (the green color seems to have priority in
the plotting).

each other as additional iRES capacity requires additional storage capacity to
operate efficiently.

Figure 4.7 shows the sum of installed iRES power capacities, onshore wind,
offshore wind and solar PV, as a function of the (minimally) imposed RES
(electrical energy) share. Low CO2 emission prices do not trigger an investment
in additional iRES capacity above the capacity which must be installed to meet
the RES target, regardless of the CO2 sequestration availability (hence the blue
solid and dashed lines coincide; albeit that these colors are hidden underneath
the green line). As mentioned before, for higher CO2 emission prices and if
no CO2 sequestration is available, the emission of CO2 will be reduced both
by using captured CO2 in a methanizer unit and avoiding CO2 emission by
generating more iRES electricity. In such cases, considerably more iRES power
capacity is installed than is required to meet the (minimally) imposed RES
energy target.

A high CO2 emission price without the availability to sequester CO2 leads to a
reduction in CO2 production from GFPPs. As more iRES is installed to avoid
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Figure 4.7: Installed iRES capacity (onshore, offshore and solar) for increasing
RES targets, with and without sequestration available and different CO2 prices;
no capacity legacy between cases; batteries and curtailment available; iRES mix
as in reference case. Note that the curves for the 100 e/ton cases, the 1000
e/ton with sequestration and 2000 e/ton with sequestration cases all coincide
(the green color seems to have priority in the plotting).

CO2 production, less GFPP capacity is required (shown by the dashed lines in
the left panel of Figure 4.8) and less carbon capture capacity is required (shown
in the right panel of Figure 4.8) compared to cases where CO2 sequestration
is available.5 For carbon capture capacity, the same trends as mentioned with
respect to Figure 4.5 before can be noticed, i.e., a higher CO2 emission price
leads to higher carbon capture capacities and an increasing RES share leads to
lower carbon capture capacities unless for very high RES shares, when massive
storage by P2G becomes cost efficient and additional carbon capture capacity
is installed to supply the required CO2 for the methanizer.

5The CO2-sequestration cases shown in Figure 4.8 are identical to those shown in Figure
4.5.
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Figure 4.8: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets, with and without sequestration
available and different CO2 prices; no capacity legacy between cases; batteries
and curtailment available; iRES mix as in reference case.

4.5.5 Influence of changing the iRES mix

Changing the share of each technology in the iRES mix has an effect on the
installed P2G capacity as shown in Figure 4.9.

Although the installed capacities of each iRES technology vary significantly when
the imposed mix is changed (see Figure 4.10), the general trend in installed P2G
capacity remains the same; a higher imposed RES share leads to a greater need
for storage and hence a larger installed electrolyzer and methanizer capacity.
The imposed RES target for which P2G technology becomes cost efficient
remains above 70%, irrespective of the precise iRES mix.

Figure 4.10 shows the installed iRES capacity per technology for different
imposed RES shares and imposed iRES mixes. If no mix is imposed, the iRES
capacity mix is optimized based on cost. In that case, no offshore wind is
installed, because its cost per MWh generated energy is higher than that of
onshore wind and solar PV.
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Figure 4.9: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets and three different iRES mixes: the
reference mix with 12% onshore wind, 22% offshore wind and 66% solar PV, the
1/3th mix where each iRES technology generates an equal amount of electrical
energy and a case with no imposed mix; no capacity legacy between cases;
batteries, CO2 sequestration and curtailment available; CO2 emission price of
50 e/ton.
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Figure 4.10: Installed onshore wind (upper panel), offshore wind (middle panel)
and solar pv (lower panel) capacity for increasing imposed minimum RES
targets and three different iRES mixes: the reference mix with 12% onshore
wind, 22% offshore wind and 66% solar PV, the 1/3th mix where each each
iRES technology generates an equal amount of electrical energy and a case with
no imposed mix; no capacity legacy between cases; batteries, CO2 sequestration
and curtailment available; CO2 emission price of 50 e/ton.
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4.5.6 Influence of battery cost

The impact of a variation in battery cost on the installed P2G capacity is shown
in Figure 4.11 (separately for the electrolyzer and methanizer capacity), on the
battery capacity in Figure 4.12, and on the installed GFPP and carbon capture
capacity in Figure 4.13. Recall that the ’reference’ battery cost is assumed to
be a representative cost for batteries in 2018.
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Figure 4.11: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets and five different battery capacity
costs: EAC varying from 36.85 (1/5th) – 92.12 (1/2th) – 184.24 (reference) –
368.48 (2x) – 921.20 (5x) e/(MWe y); no capacity legacy between cases; CO2
sequestration and curtailment available; CO2 emission price of 50 e/ton.

Figure 4.11 in combination with Figure 4.12 shows that for an increasing battery
cost, the installed battery capacity decreases while the installed electrolyzer and
methanizer capacity increases. This can be expected since both technologies
can act as substitutes.

Given the energy system under investigation, a fivefold price increase of batteries
would cause no batteries to be installed at all.

An increase in battery cost also triggers an increase in GFPP capacity, since
it is used as discharge capacity for the energy stored as synthetic methane,
as shown in the left panel of Figure 4.13. The very large increase in GFPP
capacity for a fivefold increase in battery cost is due to the fact that GFPPs
are now also required to accommodate all peaks in the residual electrical load,
whereas otherwise part of these peaks are served by batteries.
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Figure 4.12: Installed battery capacity for increasing RES targets and five
different battery capacity costs: EAC varying from 36.85 (1/5th) – 92.12
(1/2th) – 184.24 (reference) – 368.48 (2x) – 921.20 (5x) e/(MWe y); no capacity
legacy between cases; P2G, CO2 sequestration and curtailment available; CO2
emission price of 50 e/ton.
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Figure 4.13: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets and five different battery
capacity costs: 36.85 (1/5th) – 92.12 (1/2th) – 184.24 (reference) – 368.48 (2x)
– 921.20 (5x) e/(MWe y); No capacity legacy between cases, CO2 sequestration
and curtailment available, CO2 emission price of 50 e/ton.
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4.5.7 Influence of electrolyzer and methanizer cost

Similar but opposite observations can be made when varying the cost of
electrolyzer and methanizer capacity. As before, the reference costs, one-fifth,
half, double and fivefold increase of the reference cost are used for this analysis.
The resulting equivalent annual cost (EAC) for electrolyzer and methanizer
capacity are shown in Table 4.8. Again, the ’reference’ costs are assumed to be
representative in 2018.

Table 4.8: Electrolyzer and methanizer equivalent annual cost (EAC) used in
sensitivity analysis.

Equivalent annual cost Electrolyzer Methanizer
e/kWe y e/kWCH4 y

1/5th of reference 12.99 42.51
half of reference 32.48 106.28
Reference 64.95 212.57
2x reference 129.90 425.13
5x reference 324.75 1062.83

Figure 4.14 presents the installed electrolyzer (left panel) and methanizer (right
panel) capacities for an increasing P2G cost.

Figure 4.14 in combination with Figure 4.15 shows that an increasing P2G cost
leads to a decrease in both electrolyzer and methanizer capacity and an increase
in battery capacity. In contrast to the observations made for an increasing
battery cost in the previous subsection with regard to battery capacity, there is
still some electrolyzer and methanizer capacity installed even when their cost is
increased fivefold.

At five times more expensive P2G equipment, the installed battery capacity
(see the purple curve in Figure 4.15) only starts to deviate from the reference
case (green curve) at a RES share of about 70-80% since that is the share at
which P2G starts to enter the picture in the reference case, and it is that which
is now replaced by batteries.

Figure 4.16 shows the installed GFPP and carbon capture capacity for different
P2G costs.

A change in P2G cost does not have a big effect on the GFPP capacity as the
installed GFPP units are still used with conventional natural gas, of which the
price remains unchanged.
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Figure 4.14: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets and five different electrolyzer and
methanizer capacity costs: EAC equal to reference cost, 1/5th, half, double and
5 times the reference cost; no capacity legacy between cases; batteries, CO2
sequestration and curtailment available; CO2 emission price of 50 e/ton.
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Figure 4.15: Installed battery capacity for increasing RES targets and five
different electrolyzer and methanizer capacity costs: EAC equal to reference
cost, 1/5th, half, double and 5 times the reference cost; no capacity legacy
between case; batteries, CO2 sequestration and curtailment available; CO2
emission price of 50 e/ton.
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Figure 4.16: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets and five different electrolyzer
and methanizer capacity costs: EAC equal to reference cost, 1/5th, half, double
and 5 times the reference cost; no capacity legacy between cases; batteries, CO2
sequestration and curtailment available; CO2 emission price of 50 e/ton.

4.5.8 Influence of capacity legacy

The following sensitivity analysis starts again from the reference case, i.e.
batteries, CO2 sequestration and curtailment ‘available’, with a CO2 price of
50 e/ton. However, in this set of ‘legacy’ runs, when increasing the imposed
RES target, it is now assumed that capacity which was installed for a lower
RES target, remains installed (indicated with the term brownfield). This is
in contrast to all previous analyses, where for each optimization point no pre-
installed capacity was assumed (indicated with the term greenfield), except
for the PHS which is always assumed pre-installed. When capacity legacy is
assumed, it applies to all technologies (GFPP, electrolyzer, methanizer and
batteries).

Figure 4.17 shows the installed electrolyzer (on the left axis) and methanizer
(on the right axis) capacity for an increasing RES share, both when a greenfield
and brownfield are assumed.

It is observed that when a brownfield is assumed, slightly more electrolyzer and
methanizer capacity is installed, but that the effect on these dedicated P2G
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Figure 4.17: Installed electrolyzer capacity (left axis) and methanizer capacity
(right axis) for increasing RES targets, without capacity legacy between
increasing iRES capacities (greenfield) and with capacity legacy (brownfield);
batteries, CO2 sequestration and curtailment available; CO2 emission price of
50 e/ton.

technologies is basically negligible. However, the effect on the GFPPs (and
their coupled CC units, if applicable) is substantial as shown in Figure 4.18.
This can be easily understood since the already built GFPP units needed in the
reference case simply remain there. The fact that more discharging capacity
(when being fueled by synthetic methane) is present does not lead to more
methanizer capacity, and only to a small extra amount of electrolyzer capacity
(at least for a CO2 price of 50 e/ton).

Nevertheless, retaining GFPP capacity does not lead to a significant higher use
of it, as shown in Table 4.9.

Table 4.9: GFPP generation (net of consumption by carbon capture unit) for
increasing RES targets, without capacity legacy (greenfield) and with capacity
legacy (brownfield); batteries, CO2 sequestration and curtailment available;
CO2 emission price of 50 e/ton.

30% 50% 70% 80% 90% 99%
Greenfield [TWhe] 60.63 43.37 26.11 19.24 13.81 10.02
Brownfield [TWhe] 60.63 43.29 26.03 19.57 13.96 10.17
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Figure 4.18: Installed GFPP capacity and GFPP carbon capture capacity
for increasing RES targets, without capacity legacy between increasing iRES
capacities (greenfield) and with capacity legacy (brownfield); batteries, CO2
sequestration and curtailment available; CO2 emission price of 50 e/ton.

Figure 4.19 shows the installed battery capacity for cases with assumed greenfield
and brownfield.

Also here, it is observed that the greenfield or brownfield assumption has no big
impact on the installed battery capacity, similar to the installed electrolyzer and
methanizer capacities before. For batteries, however, the brownfield assumption
leads to slightly less installed battery capacity (battery and P2G technologies
act as substitutes).6

6The difference in installed capacities between cases assuming a brownfield and a greenfield
are discussed for CO2 emission prices of 50 e/ton. For CO2 emission prices of 1000 e/ton and
2000 e/ton, results are comparable to the 50 e/ton cases, i.e., a constant GFPP and GFPP
CC capacity when assuming a brownfield, a minor increase in electrolyzer and methanizer
capacities and a minor decrease in battery capacity when assuming a brownfield compared to
a greenfield.
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Figure 4.19: Installed battery capacity for increasing RES targets, without
capacity legacy between increasing iRES capacities (greenfield) and with capacity
legacy (brownfield); CO2 sequestration and curtailment available; CO2 emission
price of 50 e/ton.

4.5.9 Results for an ’all renewable (99%)’ case

Table 4.10 and Table 4.11 show, respectively, the installed capacities per
technology and the aggregated energy and carbon quantities in the 99% RES
case, if batteries, P2G, curtailment and CO2 sequestration are ‘available’, with
the reference RES mix, and with a CO2 emission price of 50 e/ton.

As can be seen from Table 4.10, a total of almost 90 GWe of iRES capacity is
installed, generating almost 120 TWhe of electricity. An indication on how this
RES generation is used, is given in Table 4.12.

From Table 4.12 it is clear that almost half of the iRES generated electricity is
serving electrical load directly, while 5% is curtailed and 45% is stored to be
used at a later moment. Note, however, that these figures are only indications
(opposed to the reported installed capacities). Since not many technical details
are accounted for by the model, there is no difference between curtailing electrical
energy and simultaneously charging and discharging electricity and hence losing
(or thus ‘curtailing’) electrical energy due to storage inefficiencies. Therefore,
the reported storage related numbers can be seen as upper limits, while the
reported curtailment and direct load serving numbers can be seen as lower
limits. Indeed, simultaneous charging-discharging could substitute curtailment
but curtailment could not substitute storing energy.
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Table 4.10: Installed capacities in the 99% imposed RES case.

GFPP 8.45 GWe

GFPP with carbon capturea 5.13 GWe

Onshore wind 6.97 GWe

Offshore wind 7.29 GWe

Solar PV 75.73 GWe

Battery 12.52 GWe

Electrolyzer 17.03 GWe

PHS 1 GWe

Methanizer 3.96 GWCH4

Methane storage 12.91 TWhCH4

Hydrogen storage 0.31 TWhH2

a 5.13 GWe of the 8.45 GWe is equipped with CC capacity.
The power rating refers to the nominal output rating of the
GFPP, without subtracting any electrical power sacrificed
to operate the CC unit.

Table 4.11: Aggregated annual energy and carbon quantities in the 99% imposed
RES case.

Electrical energy load 87.03 TWhe
GFPP net generationa 10.02 TWhe

Onshore wind 14.34 TWhe
Offshore wind 26.29 TWhe
Solar PV 78.87 TWhe

Hydrogen produced 23.91 TWhH2

SM produced 16.73 TWhCH4

Natural gas used 1.58 TWhCH4

CO2 emitted 0.32 Mton
CO2 sequestered 0 Mton
CO2 used 3.35 Mton

a the ‘net’ generation refers to the resulting GFPP
generation, after subtracting the electrical power
sacrificed to operate the CC unit.

Table 4.10 and Table 4.11 show that the size of the methane storage (12.91
TWhCH4) is only slightly smaller than the yearly amount of produced synthetic
methane (SM) (16.74 TWhCH4), indicating that this storage type has a storage
cycle of one year and is thus used for seasonal storage. This is also confirmed by
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Table 4.12: Use of iRES generated electricity for the 99% RES case.

Total iRES generation 119.5 TWhe

Battery charged 21.82 TWhe 18.26 % of iRES
PHS charged 1.07 TWhe 0.90 % of iRES
Electrolyzer consumed 31.88 TWhe 26.67 % of iRES
Curtailment 6.17 TWhe 5.17 % of iRES
Direct load serving 58.56 TWhe 49.0 % of iRES

Figure 4.20 which shows the battery energy storage level (solid line, left axis)
and the methane storage level (dashed line, right axis) throughout the year.
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Figure 4.20: Battery energy storage level (left axis) and methane storage level
(right axis) through the year; 99% RES share imposed starting from greenfield;
CO2 sequestration and curtailment available; CO2 emission price of 50 e/ton.

It is clear from Figure 4.20 that the methane storage has roughly one yearly
charge-discharge cycle, while the battery storage is used on much shorter term,
with e.g. in summer a day-night charge-discharge pattern as shown in more
detail on Figure 4.21 for about 4 summer days.

Table 4.11 reports that 10.02 TWh electrical energy is generated by GFPP. The
majority of this, 91.4%, is generated with synthetic methane (SM) produced by
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Figure 4.21: Battery storage level (left axis) and methane storage level (right
axis) for a few days in summer; 99% RES share imposed starting from greenfield;
CO2 sequestration and curtailment available; CO2 emission price of 50 e/ton.

P2G while 8.6% comes from fossil natural gas. Note that in a full 100% RES
case, no fossil natural gas would be used anymore. Furthermore, it is interesting
to look at the load duration curve of the GFPPs, as shown in Figure 4.22.

Figure 4.22 shows the instantaneous electrical power generation of the GFPP
technology throughout the year, ordered from high to low. On Figure 4.22
it could seem as if GFPPs have more operating hours in the 80% scenario
compared to the 70% scenario. However, note that the total yearly electricity
generation by GFPP always decreases with an increasing imposed RES share.
For some imposed RES shares, the GFPP load duration curves show a ‘flat’
part; this ‘flat’ part stems from GFPP which is operated as ‘must run’ to use
the installed carbon capture capacity in the most economically efficient way.
Taking the 99% RES case as example, the flat part has a magnitude of 5.13
GWe, which is exactly the installed carbon capture capacity. Note that in a
truly 100% RES case there would be no ‘flat’ part. This is because no fossil
natural gas can be used in a 100% RES case and hence all GFPP capacity
should be equipped with CC to fully close the carbon loop. Hence, then there
would be no option to optimize the amount of installed CC capacity and no
advantage in operating GFPPs as ‘must run’ capacity.

The GFPP operating in base load is further illustrated in Figure 4.23.
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Figure 4.22: Load duration curves of GFPP for different imposed RES shares;
no capacity legacy between cases; CO2 sequestration, batteries, P2G and
curtailment available; CO2 emission price of 50 e/ton.

Figure 4.23 shows that even while (battery and PHS) storage is charged (between
the hours 1426 and 1431) the GFPP is operated instead of reducing GFPP
output between these hours and increasing the GFPP output on a later moment
(e.g. between 1432 hours and 1445 hours), thereby reducing the need for storage
discharge. Clearly, a balance has to be found between the cost of storage
efficiency losses and the cost of installing additional carbon capture capacity
which would be operated during fewer hours. A third option, not installing
additional carbon capture capacity, capturing less CO2 and having a higher
CO2 emission price is also sometimes possible. This behavior is observed for
lower imposed RES targets when the sequestration option is not available. For
the higher imposed RES targets (above 80%), however, all the captured CO2
is required as feedstock for the methanizer unit. In such cases, no CO2 is
sequestered even if the option is available; see also the lack of sequestered CO2
in Table 4.11.

Comment: The recently reported cost decreases of atmospheric carbon capture
[69] could alter the cost-efficiency of GFPP and the way GFPPs are operated
since this additional source of CO2 allows for capturing during periods of surplus
iRES generation, independent of the GFPP operation. The exact impact of a
cheap additional carbon source requires further investigation outside the scope
of this study.
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Figure 4.23: Electrical power flows for a 99% imposed RES share starting from
greenfield; CO2 sequestration, batteries, P2G and curtailment available; CO2
emission price of 50 e/ton. Storage denotes batteries and PHS, no electrolyzer
was used in the displayed hours.

4.5.10 Influence of a cold spell

The effect of a cold spell, 14 days in winter without sun or wind generation, on
the installed capacities is discussed in this subsection. Two cold spell cases are
investigated, one for which it is assumed that a cold spell appears once every
three years and one for which a yearly cold spell is considered.

Figure 4.24 shows the installed electrolyzer (left panel) and methanizer (right
panel) capacities for each of the cases. The figure shows an increase of both
electrolyzer and methanizer capacity when a cold spell is considered. In the
most extreme (99% RES case) the magnitude of the increase is however limited
to 9% for the electrolyzer capacity and 5% for the methanizer capacity if a cold
spell is considered every three years. When a yearly cold spell would occur, the
electrolyzer capacity increases with 22% compared to the reference year and
the methanizer capacity increases with 15%. Such yearly cold spell is, however,
unlikely to occur.

The installed methane storage capacity and the amount of yearly produced
synthetic methane are shown in Figure 4.25.
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Figure 4.24: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets, with and without yearly and triennial
cold spell; CO2 sequestration available; iRES mix as in reference case and a
CO2 price of 50e/ton.
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Figure 4.25: Installed methane storage capacity and amount of produced
synthetic methane for increasing RES targets, with and without yearly and
triennial cold spell; no capacity legacy between cases; CO2 sequestration
available; iRES mix as in reference case and a CO2 price of 50e/ton.
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Similar as to the installed P2G capacity, an increase of around 20% in storage
capacity and synthetic methane production is observed if a yearly cold spell
would occur for a 99% RES target. If only one cold spell every three years is
considered, the increase in storage capacity is limited to 9% and the increase in
produced synthetic methane is limited to 6%.

In contrast to the P2G capacity, Figure 4.26 shows that the installed battery
capacity is almost constant, irrespective of whether a cold spell is considered or
not. More over, the battery capacity even slightly decreases (-2% in the 99%
RES cases) since batteries are slightly less used if a cold spell occurs, as more
energy is stored via P2G.
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Figure 4.26: Installed battery capacity for increasing RES targets, with and
without yearly and triennial cold spell; CO2 sequestration available; iRES mix
as in reference case and a CO2 price of 50e/ton.

The installed GFPP capacity shown in Figure 4.27 is impacted most if a cold
spell is considered, irrespective of the frequency at which such cold spell would
occur. The Figure shows a 37% increase in capacity for the 99% RES cases,
irrespective of yearly or triennial cold spell is considered (both curves coincide
in the left panel). A possible cold spell creates an additional need for discharge
capacity which can not be served by batteries as those are predominantly used
for shorter term storage. Hence, GFPP which is used as discharge technology
for the energy storage via synthetic methane, is additionally installed.
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Figure 4.27: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets, with and without yearly and
triennial cold spell; CO2 sequestration available; iRES mix as in reference case
and a CO2 price of 50e/ton.

4.5.11 Influence of battery availability

If batteries are unavailable, more P2G and GFPP capacity is installed to fulfill
the storage need. This observation is illustrated in Figures 4.28-4.31 for a CO2
emission price of 50 e/ton. Although not shown in the figures, this observation
is irrespective of the CO2 emission price.

Figure 4.28 shows the installed electrolyzer capacity in the left panel and
installed methanizer capacity in the right panel both if batteries are available
and if not. If batteries are unavailable, the electrical load normally served by
batteries is now covered both by an increase in iRES capacity (see Figure 4.29)
and by using P2G also for shorter term storage.

Figure 4.30 shows the installed GFPP and carbon capture capacity for cases
with and without batteries.

As seen from Figure 4.30, the installed GFPP capacity is larger if batteries
are not available, compared to the case with batteries. There are two reasons
that can be explained as follows. GFPPs are used as discharge technology
for energy stored as synthetic methane. Since P2G is more often used in the
absence of batteries, also the need for GFPP capacity becomes higher. Besides
this, batteries were also used to serve part of the electrical load during peak
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Figure 4.28: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets, with and without batteries available;
no capacity legacy between cases; CO2 sequestration and curtailment available;
iRES mix as in reference case and a CO2 price of 50 e/ton.

consumption. If batteries are unavailable, more of the peak load should be
covered with GFPP, requiring a larger installed capacity.

The right panel of Figure 4.30 shows that for high imposed RES shares, a larger
amount of carbon capture (CC) capacity is installed to provide more CO2 for
the methanation process if batteries are unavailable, in accordance with the
increased methanizer capacity. For lower RES targets, the installed CC capacity
depends on the CO2 emission price. Since the GFPPs are more often used as
peak generation in the absence of batteries, capturing the same share of CO2
as in cases when GFPPs would be used more as base load requires more CC
capacity. For a low emission price this would not be economically efficient (as
it is cheaper to pay the CO2 emission penalty) and hence less CC capacity is
installed. For high CO2 emission prices, it is less costly to install additional CC
capacity and also capture the produced carbon at moments of peak electricity
generation.
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Figure 4.29: Installed iRES capacity for increasing RES targets, with and
without batteries available; no capacity legacy between cases; CO2 sequestration
and curtailment available; iRES mix as in reference case and a CO2 price of 50
e/ton.
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Figure 4.30: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets, with and without batteries
available; no capacity legacy between cases; P2G, CO2 sequestration and
curtailment available; iRES mix as in reference case and a CO2 price of 50
e/ton.
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Figure 4.31 shows the installed methane storage size and the yearly produced
synthetic methane for different imposed RES shares, with and without battery
availability.
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Figure 4.31: Installed methane storage capacity and amount of produced
synthetic methane for increasing RES targets, with and without batteries
available; no capacity legacy between cases; CO2 sequestration and curtailment
available; iRES mix as in reference case and a CO2 price of 50 e/ton.

For different CO2 emission prices, the same trends as displayed in Figure 4.31
would be visible when comparing cases with and without batteries available.
If batteries are unavailable, the synthetic methane production is considerably
larger compared to cases with batteries available. This happens, as explained
before, since the storage needs otherwise fulfilled by batteries are now partly
fulfilled by P2G for the case without batteries. However, the methane energy
storage size is smaller in cases without battery availability compared to cases
where batteries are available. As P2G is more used for short-term storage
in cases without batteries available, it is operated with more, but smaller,
charge-discharge cycles, leading to a smaller required energy storage capacity.
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4.5.12 Influence of P2G availability

The effect of P2G being available or not is investigated next. Note that for a
RES target up to 70%, there is no difference between the yes-or-no availability
of P2G for all installed technologies since no P2G would be installed anyway
below that level (recall Figure 4.3).

Figure 4.32 shows the installed battery capacity for an increasing imposed RES
target, both with and without P2G available.
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Figure 4.32: Installed battery capacity for increasing RES targets, with and
without P2G available; no capacity legacy between cases; CO2 sequestration
and curtailment available; iRES mix as in reference case and a CO2 price of 50
e/ton.

Similar to the observations made before about batteries and P2G storage, which
can be substitute technologies, it is observed that if no P2G is available, the
amount of installed battery capacity sharply increases compared to cases where
P2G is available. Note that for a truly 100% imposer RES scenario, even more
battery capacity would be installed.

Figure 4.33 shows a decrease in GFPP and carbon capture (CC) capacity when
P2G is unavailable.

Since GFPPs are used both with conventional natural gas and as discharge
technology for P2G, unavailability of P2G makes it economically a less interesting
technology to install. Note that for an imposed RES share of 99% still some
GFPP capacity is installed, where this would not be the case in a truly 100%
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Figure 4.33: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets, with and without P2G
available; no capacity legacy between cases; batteries, curtailment and CO2
sequestration available; iRES mix as in reference case and a CO2 price of 50
e/ton.

imposed RES case; after all, in a 100% RES case, GFPPs could only be used as
discharging capacity in combination with P2G as charging technology. Hence if
P2G would be unavailable, there would not be an incentive to install GFPPs.

As explained before (see Figure 4.5), the carbon capture (CC) capacity is
installed for two reasons: to avoid CO2 emission prices and to provide CO2
feedstock for the P2G process. If no P2G technology is available, the second
incentive disappears leaving only the first. Recall however, that an increasing
RES share reduces the amount of CO2 produced by GFPP, making CC
technology less economically efficient and resulting in a declining CC capacity
for an increasing RES share. For a CO2 emission price of 50 e/ton, the CC
capacity becomes even zero from 70% RES share onward, as shown on the right
panel of Figure 4.33.

4.5.13 Influence of curtailment availability

Unavailability or ‘non-permission’ of curtailment leads to a ‘better’ use of iRES
generation, by installing slightly less iRES capacity but increasing (expensive)
storage capacity to capture all peaks of RES oversupply. Figure 4.34 shows the
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installed electrolyzer and methanizer capacity, for an increasing imposed RES
share and a 50 e/ton CO2 emission price.
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Figure 4.34: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets, with and without curtailment available;
no capacity legacy between cases; CO2 sequestration and batteries available;
iRES mix as in reference case and a CO2 price of 50 e/ton.

The left panel of Figure 4.34 shows a significant increase in installed electrolyzer
power capacity when curtailment is not allowed which can be compared to the
(smaller) increase in methanizer power capacity, shown in the right panel. Since
curtailment is not allowed, more electrolyzer capacity is required to capture the
irregular peaks of instantaneous iRES oversupply. Although these peaks have
a relative high magnitude, the energy content of them is rather low, resulting
in only a small increase in energy stored via P2G and hence, there is no need
to greatly increase the methanizer power capacity. To deal with the mismatch
between the time of hydrogen production and consumption, a greater amount
of hydrogen storage is installed in cases if curtailment is not allowed compared
to cases where it is allowed.

Figure 4.35 shows the installed methane storage capacity and the yearly amount
of synthetic methane produced, for the cases with and without curtailment.

It is clear from Figure 4.35 that, although P2G becomes economically interesting
for lower RES targets if curtailment is not allowed, the amount of produced
synthetic methane is not greatly increased compared to cases where curtailment
is allowed.
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Figure 4.35: Installed methane storage capacity and amount of produced
synthetic methane for increasing RES targets, with and without curtailment
available; no capacity legacy between cases; CO2 sequestration and batteries
available; iRES mix as in reference case and a CO2 price of 50 e/ton.

Figure 4.36 shows the installed GFPP and carbon capture capacity both for
cases where curtailment is and is not allowed.

The left panel of Figure 4.36 shows a lower GFPP capacity if curtailment is not
allowed (for lower iRES penetrations). This may seem counter intuitive since,
for the same cases, slightly more synthetic methane is produced. This can be
explained however, by the increase in installed battery capacity (to be shown
below), which provides extra power capacity to cover the peaks in residual
demand and hence provide the opportunity to operate the GFPPs more as base
load, generating more energy with less installed power capacity.

The right panel of Figure 4.36 shows a slight increase in carbon capture capacity
for cases where curtailment is not allowed. This increase corresponds to the
increase in produced synthetic methane as shown on Figure 4.35. Since no CO2
is sequestered in the cases with increased CC capacity, although sequestration
is available, it is clear that the additional capture capacity is used to provide
CO2 feedstock to the methanizer unit.
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Figure 4.36: Installed GFPP capacity (left panel) and GFPP carbon
capture capacity (right panel) for increasing RES targets, with and without
curtailment available; no capacity legacy between cases; batteries, P2G and
CO2 sequestration available; iRES mix as in reference case and a CO2 price of
50 e/ton.

Figure 4.37 shows the installed battery capacity for cases with and without
curtailment.

Similar to the installed P2G capacity, an increase in battery capacity is observed
if curtailment is not allowed. Since the peaks in iRES generation cannot be
curtailed, more storage is needed to store them and hence both battery and
P2G capacity increases.
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Figure 4.37: Installed battery capacity for increasing RES targets, with
and without curtailment available; no capacity legacy between cases; CO2
sequestration and P2G available; iRES mix as in reference case and a CO2 price
of 50 e/ton.

4.6 Results considering the hydrogen sector

All the parameter influences above discussed in Section 4.5 have the explicit
assumption (as indicated in the first paragraph of Section 4.5) that all produced
hydrogen would be used for later conversion to synthetic methane via the
Sabatier process. No industrial hydrogen demand was accounted for.

The following results will illustrate the effect of optimizing both the electricity
and hydrogen sector compared to only optimizing the electricity sector (as
was done in the previous subsections). As specified earlier, a flat industrial
hydrogen load of 1799 MWH2 is used. This load can be covered by steam
methane reformers (SMRs), fueled by methane (both synthetic and fossil), and
by electrolyzers. During the following discussion, the hydrogen originating from
electrolysis will be termed electric hydrogen (E-H2). In some of the following
cases an additional constraint is imposed, limiting the use of electric hydrogen
to serve at most 25% of the instantaneous hydrogen load. In the other cases,
this constraint is not imposed.

Note that when the hydrogen sector is accounted for, the iRES (solar PV and
wind) share is imposed to both the electricity and hydrogen sector, meaning
that a greater amount of renewable electrical energy needs to be generated to



106 IDENTIFICATION OF THE NEED FOR LONG-TERM ELECTRICITY STORAGE

achieve an equal RES share compared to cases without the hydrogen industry
taken into account. Similarly, the CO2 emission price also applies to both the
electricity sector and the hydrogen industry.

Figure 4.38 shows the installed electrolyzer and methanizer capacity for an
increasing imposed RES share both with and without the hydrogen load
accounted for. (The curves for the “No H2 load” case are identical to those
shown in Figure 4.3.)
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Figure 4.38: Installed electrolyzer capacity (left panel) and methanizer capacity
(right panel) for increasing RES targets, with and without hydrogen load
accounted for; no capacity legacy between cases; CO2 sequestration, batteries
and curtailment available; iRES mix as in reference case and a CO2 price of
50e/ton.

From Figure 4.38 we learn that if the hydrogen industry is considered, much
more electrolyzer capacity (left panel) is installed, while this is not necessarily
the case for methanizer capacity (right panel). Additional electrolyzer power
capacity is installed since, for increasing RES targets, it is economically efficient
to supply the industrial hydrogen load with electric hydrogen. For cases with
an upper limit on the share of electric hydrogen share to be supplied directly to
the hydrogen load, the electric hydrogen is first converted to synthetic methane
and later converted in the SMRs. This explains the higher installed methanizer
capacity for these cases, shown on the right panel of Figure 4.38. If no upper
limit is imposed on the direct electric hydrogen supply, then almost no additional
methanizer capacity is installed compared to the cases where no hydrogen load
is considered.
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The increase in produced synthetic methane for cases with a limited direct use
of electric hydrogen, is also obvious from Figure 4.39, which shows the synthetic
methane production and storage size for increasing imposed RES targets.
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Figure 4.39: Installed methane storage capacity and amount of produced
synthetic methane for increasing RES targets, with and without hydrogen load
accounted for; no capacity legacy between cases; CO2 sequestration, batteries
and curtailment available; iRES mix as in reference case and a CO2 price of
50e/ton.

If there is no upper limit on the direct use of electric hydrogen to supply the
hydrogen load, even less synthetic methane is produced (the orange dotted curve
in Figure 4.39) compared to the cases where no hydrogen load is accounted for
(the orange solid curve). This indicates that a larger share of the electricity
from iRES can be consumed directly (via H2 electrolysis), without the need for
storage. A similar trend is observed for the use of battery storage.

The size of the methane storage capacity is almost equal for all cases, in contrast
to the size of the hydrogen storage (not shown in the figure) which is larger
when a hydrogen load is considered, in comparison with cases without hydrogen
load.
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Figure 4.40 shows the installed GFPP and GFPP carbon capture capacities for
cases with and without hydrogen load.
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Figure 4.40: Installed GFPP capacity (left panel) and GFPP carbon capture
capacity (right panel) for increasing RES targets, with and without hydrogen
load accounted for; no capacity legacy between cases; batteries, P2G, curtailment
and CO2 sequestration available; iRES mix as in reference case and a CO2 price
of 50e/ton.

From the left panel of Figure 4.40 it is clear that for most imposed RES targets,
the GFPP capacity is slightly lower if a hydrogen load is considered. This
is mainly due to the installed iRES capacity which is increased, leading to a
slightly lower peak residual demand which should be covered by the GFPP,
which is also confirmed by the GFPP load duration curve shown in Figure 4.41.

The GFPP carbon capture capacity differs only slightly between the different
cases, except for the case with limited electric hydrogen load, since more carbon
capture capacity is required to provide more CO2 feedstock to the methanizer as
significantly more synthetic methane is produced (see right hand side of Figure
4.40). Note that the GFPP carbon capture capacity in the limited E-H2 case
shown in Figure 4.40 is lower than for the other cases for the 90% RES target.
Since the required CO2 can also be captured form the SMRs, in this case the
model opts to install more SMR CC instead of GFPP CC. The total amount of
capture capacity (for SMRs and for GFPPs combined) installed in the limited
electric hydrogen case is, however, always higher than for the other cases.

Figure 4.41 shows the load duration curve of the GFPP for cases with and
without hydrogen load accounted for, with an imposed RES target of 80%.
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Figure 4.41: Load duration curves of GFPP for cases with and without hydrogen
load accounted for, CO2 sequestration, batteries, P2G and curtailment available,
CO2 emission price of 50e/ton and an imposed RES target of 80% starting
from a greenfield.

The peak load served by the GFPPs decreases when the hydrogen load is
accounted for, since more iRES capacity is installed which can serve the
instantaneous electrical load directly. Furthermore, the ‘flat’ part in the GFPP
load duration curves is more pronounced in the limited electric hydrogen case,
again referring to the large amount of CO2 required as feedstock.

4.7 Summary and conclusions

This chapter has presented a study investigating the possible role of power-
to-gas (P2G) in future energy systems and the effect of different boundary
conditions on the cost-optimal amount of installed P2G capacity. First, the
general context of this study was introduced together with a discussion of the
sustainability of synthetic fuels when used for energy storage. Next, the energy
system investment model was discussed and parameter data for the different
cases were presented. This was followed by a thorough discussion of the results.

The results of different case studies, show (given all the assumptions of this
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study) that P2G capacity only becomes economic as energy storage technology
for high imposed RES shares, above 70%. The installed capacity increasing
with an increasing RES target, up to 17 GWe electrolyzer capacity (relative
to 122 GWe iRES capacity) for a 99% RES target. When no other storage
technology would be available or the alternative storage technology would be
very expensive, P2G becomes cost-efficient for imposed RES shares of 50%. The
specific composition of the iRES portfolio has no significant impact on these
observations.

Similar to the P2G capacity, an increase in battery capacity is observed for
increasing RES targets, up till 12.5 GWe for a 99% RES target. If P2G
technology is unavailable or very expensive, the installed battery capacity
increases quasi exponentially for RES targets above 80%, to more than 54 GWe

for a 99% RES target. In cases where curtailment is not allowed, both battery
and P2G capacity increase to make sure all peaks of surplus iRES generation
are stored.

Since gas-fired power plants (GFPPs) are both used to serve the residual (peak)
demand with conventional natural gas and as discharge technology for energy
stored as synthetic methane, it is observed that a decrease in battery capacity
usually leads to an increase of GFPP capacity and vice versa, with an increase
up to almost 43% GFPP capacity in the 99% case when batteries become
‘unavailable’. While an increase in P2G capacity leads to an increase in GFPP
capacity and vice versa, there is no GFPP capacity installed in the 99% RES
case when P2G is unavailable. This is also observed when capacity legacy is
assumed for the subsequent cases with increasing imposed RES shares, where
it is seen that a high GFPP capacity legacy is favorable for P2G installation
since then more discharge capacity is already available. The increase in P2G is,
however, more modest, with an increase of 5% in the 99% RES case.

The effect of CO2 sequestration availability depends on the CO2 emission price.
If a low CO2 emission price is imposed, the CO2 sequestration availability has
almost no effect on the installed storage and GFPP capacities since otherwise
sequestered CO2 is now emitted at an (only slightly) increased cost. If, however,
a very high CO2 emission price is imposed (1000 e/ton and above), it is most
economic for the electricity system to avoid the emission of additional CO2
through conventional natural gas, and hence the installed capacities of GFPPs,
iRES and storage (battery and P2G), will be similar to those of high imposed
RES targets, even if no high (minimal) RES target is imposed. In such cases a
large iRES and storage capacities are installed, both battery and P2G.

In conclusion, without industrial hydrogen demand, when multiple storage
technologies are available to install, P2G becomes cost-efficient for high imposed
RES shares, above 70% or if CO2 sequestration is not an available option in
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combination with very high CO2 prices, 1000 e/ton and above. P2G and
gas-fired power plants (GFPPs) are both required to store energy indirectly via
synthetic methane and convert it back to electricity. When GFPP (or P2G)
is already available, it is an additional incentive to install P2G (or GFPP)
capacity.

If an external hydrogen industry is accounted for (which is subjected to the
same imposed RES target as the electricity system), allowing the electrolyzer to
(partly) serve the hydrogen load with electrically produced hydrogen, an increase
in electrolyzer capacity of 6-7 GWe is observed, depending on the imposed RES
target. The effect on other installed capacities is minor, except for the case
where only part of this instantaneous hydrogen load can be served directly by
electric hydrogen. In such case, the only way to meet the imposed RES target
is to produce additional electric hydrogen which is first converted to synthetic
methane to reform this synthetic methane at a later instant to hydrogen using
an steam methane reformer (SMR). In such cases, also an increase in methanizer
capacity between 550 MWCH4 and almost 2000 MWCH4 , depending on the
RES target, is observed.





Chapter 5

Generalization of energy
storage sizing: power versus
energy requirements

This chapter is mainly based on:
Belderbos, A., Virag, A., Delarue, E. and D’haeseleer, W. Considerations
on the need for electricity storage requirements: Power versus energy.
Energy Conversion and Management 143 (2017), 137-149.

This chapter investigates the link between the cost-efficiency of different storage
technologies and the instantaneous electrical power demand and renewable
generation profile. The aim of this chapter is to gain understanding of what
drives the need for different storage technologies, such as power-to-gas (P2G)
and batteries. Compared to the analyses presented in Chapter 4, the current
chapter focuses on variations in the demand and iRES generation profiles.

The chapter is organized as follows: a general introduction of the work is
presented in Section 5.1. Next, Section 5.2 describes the energy system under
consideration, the computation approach, the storage technology characteristics
and discusses the general storage principles. In the subsequent sections, the
storage portfolio is optimized for different demand and renewable generation
profiles. This is done first for methodological block profiles to derive the basic
storage principles in Section 5.3. Afterwards more complex methodological
sinusoidal profiles are investigated in Section 5.4, followed by real profiles in
Section 5.5. Conclusions finalize this chapter in Section 5.6.
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5.1 Introduction

Many different electricity storage technologies exist [65, 15], which are divided
in two categories in this chapter. A first type of storage technology refers to
those where charging power, discharging power and energy rating are coupled,
such as most types of batteries. For this type of storage technology, all power
and energy ratings are fixed, or locked in, once one of them is determined. In
the remainder of this chapter, this storage type is referred to as ’integrated
storage’. For a second type of storage technology, charging power, discharging
power and energy rating can be installed (and operated) independently from
each other, such as power-to-gas-to-power, compressed air energy storage and
redox flow batteries. This storage type is referred to as ’disjoint storage’ in the
remainder of the chapter.

5.1.1 Objective

The objective of this chapter is to assess how the temporal variations of a so-
called remaining load profile1 impact the cost-optimal installed storage capacity
in an optimal storage portfolio. A new metric is presented and introduced to
link the optimal installed storage capacity with the shape of the remaining load
profile. Special attention is given to the difference between power and energy
ratings of the installed storage capacity.

A welfare optimal generation and storage portfolio can be calculated to serve a
given load at the lowest cost. The precise constellation of such optimal portfolio
not only depends on numerous factors such as investment cost, operational costs,
technical plant characteristics and environmental targets, but it also strongly
depends on the time-varying profile of load and intermittent renewable energy
sources (RES) generation. It is precisely this relationship between the optimal
storage portfolio, both in terms of power and energy, and the specific shape of
the remaining load profile that is the subject of the research reported in this
chapter. The objective of this chapter is to determine the optimal portfolio for
a given set of remaining load profiles, to derive the link between profile and
portfolio and to formulate general rules regarding storage investments which
are applied to historical load profiles and iRES generation profiles.

1This remaining load is defined as the difference between the instantaneous electrical
power demand and electrical power generation, both renewable and conventional and is thus
the profile which should be served by storage. The remaining load differs from the "residual
demand", "residual load" or "net load" often used in literature to describe the difference
between overall demand and intermittent renewable generation but which does not account
for conventional generation.
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5.1.2 Related work

Several energy storage sizing studies exist which investigate storage sizing
either for a specific scenario or in a general theoretical way. Some studies
exist which analyze specific case studies [70, 71]. We consider this as a first
category of studies. For example Kaldellis [70] determines the optimal storage
size in combination with wind and PV to replace thermal generation in a micro
grid. The same author analyzes the required size of a compressed air energy
storage system to maximize wind energy contribution on the island of Crete
[71]. Our study falls in a second category, i.e., of general theoretical storage
sizing studies. Within such studies, the optimal storage size can be determined
in combination with PV [72], in combination with wind [73] or in a system
containing both conventional and renewable generation [74, 75, 76]. Our study
contributes to the limited work of the last category where storage is sized in
a general energy system setting. Ru et al. [74] propose an upper bound on
storage size to minimize the electricity purchase cost from the grid in a PV
battery system. They characterize the exact storage size for a case with ideal
PV generation and constant load and show how the optimal storage size changes
as a function of a change in constant load level. The energy storage capacity is
optimized while the power capacity is assumed to be fixed. Makarov et al. [75]
determine the maximum required storage system size, both in terms of power
and energy, to balance wind generation and load. They therefore decompose
the balancing power signal in four different frequency ranges, corresponding
with different technical storage characteristics. Barton and Infield [76] use a
probabilistic method to predict the ability of different storage technologies and
sizes to increase the penetration of intermittent generation using the frequency
spectrum of historic wind profiles. They focus solely on the installed power
capacity, however.

5.1.3 Contributions

This chapter presents a contribution to the existing literature [74, 75, 76] by
going beyond the state of the art in the following aspects:

• Our study builds further upon the existing literature and optimizes not
only storage power capacity, but both energy and power capacity for
’disjoint’ storage technology and compares this to ’integrated’ storage
technology.

• Our study accounts for possible curtailment of intermittent RES
generation, which allows storage to be used for temporal arbitrage in
general rather than for compensating an imbalance signal.
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• In comparison to Barton and Infield [76], our study optimizes the storage
size to accommodate a remaining load profile rather than only accounting
for a wind generation profile.

• Ru et al. [74] analyze the optimal energy storage capacity for a scenario
with constant load and variable PV generation. Our work adds to their
analysis as time varying profiles for both load and iRES generation are
investigated.

5.2 Input data, assumptions and general principles

In this section, the considered system is presented. The approach to calculate
an optimal storage portfolio is given, followed by characteristics of generation
and storage technologies. Finally the general storage principles are explained.

5.2.1 System description

This study focuses on the electricity system with the demand and renewable
generation profiles as key external parameters, subject to a renewable target and
taking into account the characteristics of generation and storage technologies.
Different demand and iRES generation profiles are used to determine how
different remaining load profiles impact the constellation of the optimal storage
portfolio. In a first instance, a flat methodological remaining load profile is
used to gain basic insights, followed by a sinusoidal profile to make the link
with realistic profiles. Finally, real profiles from the Belgian electricity system
[77] are used to apply the presented metric and verify the link between the
remaining load profile and the installed storage portfolio which was found by
studying methodological flat and sinusoidal profiles. The imposed renewable
target is set at 100% of the electrical energy demand for the methodological
profiles. 100% implies that all electrical energy is generated from renewable
sources, i.e., no electrical energy is generated from fossil fuels. For the real
profiles, the renewable target is varied between 60% and 100%.

In a first instance, using a methodological demand and iRES generation profile
and imposing a RES target of 100 % provides results which are not directly
applicable to realistic scenarios but it simplifies interpretation of the results for
explaining the mechanisms determining the optimal storage portfolio.
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5.2.2 Computational approach

For complex demand and generation profiles, the optimal portfolio is calculated
using the investment model introduced in Chapter 4 and described in Appendix
C.

For simplified methodological demand profiles and iRES generation profiles, the
optimal generation and storage portfolios are calculated analytically. This allows
for a better understanding of the mechanisms determining the optimal amount
of storage in a portfolio. Note that these analytical optimizations meet the same
constraints as the ones imposed in the investment model. The optimization
always starts from a greenfield. The generation and storage portfolios are
optimized from a welfare perspective, therefore minimizing the total system
cost. The total cost includes the investment cost and fixed operational and
maintenance costs. The entire electrical power demand has to be served at all
times, either by iRES generation or by discharging stored energy. Curtailment
of iRES is allowed. The time resolution of demand and generation profiles is
one hour.

5.2.3 Available generation and storage technologies

For all numerical calculations, specific generation and storage technologies are
chosen to serve as typical examples. Realistic demand and iRES generation
profiles are obtained from the Belgian Transmission System Operator Elia [77]
while the methodological profiles are carefully composed and will be explained
further on. The cost characteristics of different iRES technologies are given
in table 5.1. Note that not all discount rates are equal to reflect different
investment risks for different technologies. The iRES cost characteristic are
equal to the ones used in the reference case of Chapter 4.

Table 5.1: Cost and operational characteristics of onshore wind, offshore wind
and solar PV [65].

Unit Onshore Offshore Solar PV
CAPEX [e/kW] 1700 4900 1600

Fixed OPEX [e/kW/y] 25.5 171.5 16
Lifetime [y] 20 20 20

Discount ratea [%] 5 7.5 5
a Discount rates are risk-adjusted
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The charging technology for disjoint storage is represented by power-to-gas
(P2G), effectively comprehending the electrolyzer and methanizer. Gas-fired
power plants (GFPPs) can be used as discharge capacity for the disjoint
storage technology and as conventional generation capacity (combined cycle
gas turbines (CCGTs) have been used as GFPP-technology). Technical and
cost characteristics for the storage and GFPP technologies are presented in
table 5.2. When GFPPs are used as discharge capacity, carbon capture (CC) is
always used in combination with the GFPPs to have a closed carbon loop (see
Chapter 4). It is assumed that the synthetic methane can, in a first instance,
be stored in existing natural gas infrastructure and gas storages. Therefore,
no additional cost is taken into account for the energy storage capacity of the
disjoint technology. The integrated storage is represented by NaS batteries
[66]; it is assumed here that the power capacity can be used fully as charge
and discharge capacity. The available energy storage capacity is coupled to the
charge and discharge capacity by the energy-to-power ratio (EPi) which ranges
between 1 Wh/W and 10 Wh/W for most types of batteries. More specific
battery types, like redox flow batteries, could have higher energy-to-power ratios
but since their energy storage capacity is sized independently of the charging
and discharging power capacity, this storage type is here categorized as disjoint
technology.

The techno-economic characteristics shown in Table 5.2 are similar to the ones
used in Chapter 4. Note that, different from Chapter 4, the charging technology
P2G is modeled as one charging unit comprehending the electrolyzer and
methanizer (a hydrogen buffer is not considered). Likewise, for the discharging
technology, GFPP and carbon capture unit are combined and modeled as one
discharging unit.

Table 5.2: Cost and operational characteristics of different storage technologies
[67, 66]. ’Integrated’ refers NaS batteries, and ’Disjoint’ refers to P2G
(electrolyzer and methanizer) for charging and CCGT with CC for discharging.

Unit Integrated Disjoint
Charging Dischar. Energy

Efficiency (η) [%] 90a 60 47b -
CAPEX [e/kW] 1500 1500 1900 0

Fixed OPEX [e/kW/y] 15 30 66 0
Lifetime [y] 12 20 20 -

Discount rate [%] 5 5 5 -
E/P ratio (EPi) [Wh/W] 7.2 - - -

a Single-trip efficiency
b 55% if CCGT would be used without CC
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5.2.4 General storage principles

As mentioned in the introduction, storage technologies are defined by three
main operational characteristics: charging power capacity, discharging power
capacity and energy storage capacity. Depending on the specific remaining
load, each of these characteristics can determine the minimal necessary installed
storage capacity.

Power considerations of storage

The chronological remaining load, both positively and negatively, as shown
on Figure 5.1a should be taken care of entirely by storage when only iRES
generation and storage can be used to serve the electrical energy demand,
i.e., a renewable electrical energy target of 100%. A positive remaining load
represents an electrical power load which is not served by iRES generation
directly. Therefore, the highest positive remaining load determines the necessary
discharge power capacity of the storage technology, indicated by cd in Figure
5.1a. A negative remaining load represents a surplus of iRES generated electrical
power, of which the accompanying energy can be stored. If curtailment of iRES
generation is not allowed, the most negative remaining load determines the
necessary charging capacity. However, if curtailment of iRES generation is
allowed, the necessary charging capacity can be less than the most negative
remaining load, as long as the charging capacity is high enough to take-up
the necessary amount of electrical power. This is shown by the remaining
load duration curve, a curve constructed by sorting all remaining load levels in
descending order as presented in Figure 5.1b. The required charging capacity
is indicated as cc on Figure 5.1b. It can be seen that the necessary charging
capacity is independent of the temporal characteristics of the remaining load.

Energy considerations of storage

The necessary energy storage capacity is determined by the maximum amount
of electrical energy that needs to be stored over a given time period, which
depends on the temporal characteristics of the remaining load. Indeed, storing
a total amount of energy over a certain period requires less installed energy
storage capacity if the number of charging-discharging cycles increases.

For disjoint storage technologies, the installed capacities will be determined by
the necessary charging, discharging and energy capacity separately. For the
integrated storage, the installed capacity is determined by the highest necessary
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Figure 5.1: Chronological remaining load curve and remaining load duration
curve with released and stored energy. The highest positive remaining load
determines the required discharge capacity cd. Surplus iRES generation is
given by a negative remaining load. Therefore cc depicts the required charging
capacity.

capacity of the three capacity types. The next section will show how each
storage characteristic can determine the installed capacity.

5.3 Methodological case: block profiles

Amethodological block profile will be used in this section to analytically calculate
the necessary installed storage capacity and optimal storage portfolio. This
way, a good understanding of the mechanisms which determine the necessary
and optimal capacity can be obtained.

5.3.1 Necessary storage capacity

A block profile is created with a flat load of Pd for the entire time horizon,
between t = 0 and t = tp. The iRES generation profile is a block profile with
a generation power of PRES equal to the amount of installed iRES capacity
between t = 0 and t = ts and equal to zero for the remainder of the time horizon
(ts < t < tp). ts refers to the time with surplus renewable generation and tp
refers to the entire storage period, comprising of a charging and discharging
cycle. Both load and iRES generation profiles are shown in Figure 5.2.
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Figure 5.2: Methodological load and iRES generation block profiles with
parameters ts and tp. The amount of electrical energy to be stored is always
higher than the amount of electrical energy to be released if the storage unit
has a round-trip efficiency lower than 100%.

For given and fixed values of PRES and Pd, when the entire electrical energy
demand needs to be served by renewable electricity, it is clear that there should
be a time period with surplus renewable generation, ts > 0, and no storage is
needed if ts = tp. For 0 < ts < tp, the amount of storage capacity depends
on both ts and tp and should be able to serve the electrical power demand
between ts and tp. For the flat load and generation profiles presented in Figure
5.2, the necessary charging power, discharging power and energy capacity can
be calculated analytically as presented in the equations below. The presented
formulation is applicable to both the integrated and the disjoint technology.
In these equations cc, cd and ce are the charging power capacity, discharging
power capacity and energy storage capacity, respectively. The charging and
discharging efficiencies are given by ηc and ηd while ∆t is the time step (1h).
Pd, ts and tp are as shown on Figure 5.2.

cc =

tp∑
t=ts

(Pd(t)·∆t)

ηc·ηd

ts∑
t=0

∆t
(5.1)

cd = max(Pd) (5.2)
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ce =

tp∑
t=ts

(Pd(t) ·∆t)

ηd
(5.3)

The effect of the surplus (ts) and shortage (tp − ts) duration

For disjoint storage technologies, charging, discharging and energy capacity are
chosen independently. The amount of each capacity type depends on tp and ts.
Figure 5.3a shows the installed capacity for a block profile of the type shown in
Figure 5.2, but with a fixed tp = 48h and a varying ts. Note that the horizontal
axis shows ts and thus expresses the number of hours where the demand is
directly served by RES.

The necessary installed integrated storage capacity is shown in Figure 5.3b. For
integrated storage technologies, it is assumed that both charging and discharging
can occur at full installed power capacity. The energy capacity is linked to the
power capacity by the energy-to-power ratio (EPi). This ratio determines the
amount of energy that can be stored per installed amount of power capacity,
i.e., it reflects the maximum possible charging or discharging duration. The
resulting amount of installed capacity is thus equal to the maximum of charging,
discharging and energy capacity as given by the following equation:

ci = max(cci , cdi ,
ce

EPi
) (5.4)

The energy-to-power ratio depends on the specific storage technology used and
can vary greatly. Although the exact value of the E/P-ratio influences specific
results, it has no influence on the general conclusions presented in this work.
The E/P-ratio used in this study is 7.2 Wh/W, which is representative for
sodium sulfur batteries [66].

Figure 5.3b shows three different zones, characterized by a different capacity
constraint that determines the installed capacity. At the uttermost left side of
the graph, less than 8 hours of surplus iRES are available while more than 40
hours of the demand need to be served by stored energy (tp = 48h). Therefore,
all necessary energy should be stored in a limited number of hours, leading to
high charging capacity. In this left interval, the installed storage capacity is
thus determined by the necessary charging capacity. At the uttermost right
side, more than 42 hours of the demand are served directly by iRES and only
a few hours of storage are necessary. In this case the necessary discharging
power will determine the installed capacity. In the middle zone of the graph,
the amount of energy capacity (per unit time) is bigger than the amount of
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Figure 5.3: Installed power and energy capacity as a function of the length of
the time interval with surplus iRES generation (ts) for a fixed time horizon (tp)
of 48h. The upper figure shows the installed charging, discharging and energy
storage capacity separately. The lower figure shows the installed integrated
capacity. Here all integrated capacity is expressed by its power capacity. When
the necessary energy capacity determines the installed integrated capacity
(in the middle part of the graph), it is converted to power capacity via the
energy-to-power ratio.

necessary charging and discharge capacity. Therefore, the energy capacity will
determine the installed storage capacity. The precise amount of surplus time
ts which marks the transition point for which each power or energy rating
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determines the installed capacity can be expressed by setting cci equal to cei/EPi
and cdi equal to cei/EPi respectively, as given in Eqs. (5.5)-(5.6).

cci = cei
EPi

when ts = EPi
ηc

(5.5)

cdi = cei
EPi

when ts = tp − EPi · ηd (5.6)

The effect of varying tp

Increasing the load duration tp leads to a relative increase of the interval where
energy capacity determines the installed storage capacity in the integrated
case, as shown in Figure 5.4. The figure shows that the three zones are visible
independent of the duration of tp, although the precise value of ts at which a
different characteristic becomes constraining depends on the energy-to-power
ratio of the storage technology.
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(b) tp = 168h

Figure 5.4: Installed integrated storage capacity as a function of ts for different
fixed tp. In both cases the energy-to-power ratio EPi is still 7.2 h.

In Figure 5.5, tp is varied while keeping ts equal to tp
2 . For the disjoint storage

technology (Figure 5.5a), discharge power is constant as the demand is flat.
The energy storage capacity increases linearly with an increasing tp as the time
interval with a shortage of renewable generation, tp

2 , increases linearly with
tp. The necessary charging power is independent of tp since the increase in
energy to be stored is countered by a proportional increase in the time interval
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with a surplus of renewable generation. For the integrated storage technology
(Figure 5.5b), the installed capacity is determined by the necessary charging
power for low values of tp while for higher values of tp it is determined by the
necessary energy capacity. The precise tipping point between the two zones,
here tp = 16h, depends on the energy-to-power ratio of the storage technology
(being 7.2 h in the figure shown).
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Figure 5.5: Installed storage capacity as a function of tp with ts = tp
2 , for both

types of storage technologies.

A continued series of block profiles

Several single block profiles as used above (Figure 5.2) can be added sequentially
together to form a profile of identical block profiles. For a profile consisting
of identical block profiles, equations (5.1)-(5.3) can be used to calculate the
necessary capacities. It is thus possible to identify the same effects of a varying
ts and tp as above. The findings for a single storage cycle can thus be generalized
for a continued set of storage cycles. We can therefore conclude that a repetitive
(continued) set of block profiles can be represented by a single block profile.

5.3.2 Optimal storage portfolio

The total storage cost for block profiles as a function of a varying ts is shown
in Figure 5.6 for tp = 168h. This cost consists of two parts: the investment
cost of all installed storage related capacity (charging capacity, discharging
capacity and energy storage capacity for the disjoint technology) and the
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investment cost of iRES generation capacity necessary to compensate for storage
losses. This means that the cost of iRES generation not consumed in storage
efficiency losses is not account for in this storage cost. The iRES generation cost
includes the investment cost iRES generation which serves the electricity load
directly, which is discharged after storing or which is curtailed. The solid line in
Figure 5.6 represents the storage cost of the integrated storage technology. In
accordance with the results from Figure 5.4, there are again three zones visible,
indicating a part where charging capacity determines the installed capacity, a
part where energy capacity is determining and a part where discharge capacity
is determining. In this example, the disjoint technology is often cheaper to
install when the required energy capacity determines the installed integrated
capacity.

Figure 5.6: Total storage cost for integrated and disjoint technologies as a
function of ts for tp = 168h.

The optimal storage portfolio as a function of a varying tp is shown in Figure
5.7. For low values of tp, when the necessary charging capacity determines
the amount of installed capacity, integrated storage is preferred. For higher
values of tp, integrated storage is still preferred when little energy storage
capacity is necessary. When more energy capacity is necessary, disjoint capacity
becomes the preferred technology. Although it is theoretically possible that
integrated storage units with any number of energy-to-power (EP) ratio could
be developed, most commercial available integrated storage technologies have
EP-ratios of maximum 10 hours. Therefore the exact value of tp which marks
the shift from preferred integrated to disjoint technology could vary but the
general result effectively stays the same. Note that since a block profile is
used where PRES is either equal to the installed iRES capacity or zero, either
disjoint or integrated storage will be the most economic option depending on
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the surplus time ts. Hence, for a particular ts, a portfolio will consist only of
either disjoint or integrated capacity, never a combination of the two. This is
different compared to other profiles (like sinus-shaped profiles) where it can be
optimal to install both storage technologies simultaneously as will be elaborated
in the next section.
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Figure 5.7: Optimal installed storage capacity as a function of tp with ts = tp
2 .

5.4 Sinusoidal profile

The block-shaped iRES generation profile from the previous section is now
replaced by a single-frequency sinusoidal profile2, while the load profile is still
assumed flat. Sinusoidal profiles with a period of a few hours up to months
are used. The calculations are made with a Linear Program (LP) investment
model instead of doing them analytically. The LP model is later used for more
complex and realistic profiles, but a sinusoidal profile is chosen first to allow
easy comparison with the previously discussed block profiles.

5.4.1 Necessary storage capacity

The single-frequency sinusoidal profile, representing the iRES generation, has
a period tp and a magnitude between 0 and PRES (and thus an average of
0.5 · PRES). The maximum iRES generation PRES is equal to the installed

2Not to be confused with the frequency of the instantaneous electrical AC power (e.g.; 50
or 60 Hz).
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iRES capacity, as shown on Figure 5.8. The load profile is still a flat load
with magnitude Pd. Note that for sinusoidal profiles, the duration of surplus
iRES generation, previously denoted as ts, is fixed once Pd, PRES and tp are
determined. Furthermore, the duration of surplus will change when the installed
iRES generation capacity is varied. This is shown on Figure 5.8 for iRES
capacities PRES and P ′RES

Figure 5.8: Flat load profile and two sinusoidal iRES generation profiles.
Both iRES generation profiles have an equal period (tp) but a different profile
amplitude, following from a different amount of installed iRES capacity, leading
to a different surplus duration (ts).

It is again interesting to see the effect of a varying period tp as was done before.
Figure 5.9 shows the installed charging, discharging and energy capacities of
the disjoint storage technology and the installed capacity of the integrated
storage technology under the pre-specified coupling constraints as a function
of the period tp. Comparing Figure 5.9 to Figure 5.5 shows the same trend
for both types installed storage capacity. For low periods tp, power capacity
is dominating the installed capacity for the integrated storage technology. For
higher periods tp, the necessary energy capacity determines the installed capacity.
A careful examination of Figure 5.9 shows slight variations in the slope of the
integrated capacity, disjoint energy capacity and disjoint charging capacity.
These variations were not present in Figure 5.5 and are explained by the nature
of the sinusoidal profile. For a sinusoidal iRES profile, the iRES generated
electrical power is not necessarily equal to either the installed iRES capacity
(PRES) or zero, it also has values in between. Installing more iRES capacity, at a
certain cost, has therefore two effects. First, more load will be served directly by
renewable generation, reducing the necessary energy storage capacity. Second,
the surplus time ts will increase, reducing the necessary charging capacity. Both
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effects are visible on Figure 5.8 when observing the difference between PRES and
P ′RES . As the linear program optimizes between iRES capacity and necessary
storage capacity for each tp, variations in the installed capacity slopes occur.
This is not observed in Figure 5.5 for the block profile since installing more
iRES capacity could neither increase the amount of load directly served by
renewable generation, nor increase the surplus time ts.
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(a) Disjoined storage technology
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(b) Integrated storage technology

Figure 5.9: Installed storage capacity in function of period tp.

5.4.2 Interactions between storage technologies

In this section, the optimal storage portfolio is investigated when both integrated
and disjoint storage technologies can be installed simultaneously. The exact
interactions between the different storage types will depend on their relative
cost and technical constraints presented in table 5.2 above, but conclusions can
be generalized.

Figure 5.10 shows the installed storage capacity for a flat demand profile and
a sinusoidal iRES generation profile with a single varying period tp. As can
be expected, based on the results shown in Figure 5.7, all energy is stored
using integrated storage capacity for sinusoidal profiles with short periods
(high frequency), corresponding to a large necessary charging power relative
to the necessary energy capacity. For sinusoidal profiles with long periods
(low frequency), corresponding to a large necessary energy capacity relative
to the necessary charging power, almost all energy is stored using disjoint
storage technology. For a period 60h < tp < 200h, both integrated and disjoint
storage technologies are used simultaneously. For profiles with such time period,
the necessary energy storage requirements determine the minimum amount of
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installed storage capacity. The disjoint technology is preferred to store the bulk
of the energy. However, the highest surplus power from renewable generation is
only available for a limited time, due to the shape of a sinusoidal profile, i.e., the
peak of the profile. To store this part of the surplus iRES generation, it is more
economic to install integrated capacity rather than disjoint capacity. Although
those sinusoidal profiles are not directly representative for real demand and
iRES generation, results from the sinusoidal profile can be generalized towards
real profiles by applying them to the frequency spectrum of a real remaining
load profile. This is the subject of the next section.
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Figure 5.10: Installed integrated capacity and disjoint charging and discharging
capacities as a function of a single sinusoidal remaining load with a varying
period tp.

5.5 Real profiles

The load and iRES generation profiles used in this section are based on real
profiles from the Belgian electricity system from the period 2013 till 2015. The
data are obtained from Elia [77], the Belgian TSO and have a time resolution
of 1 hour. The magnitude of the iRES generation profile is scaled in different
scenarios to reflect different amounts of installed iRES capacity. The method
of Welch [78] is employed to estimate the frequency spectrum of different load
and generation profiles. This method provides a robust way to estimate the
frequency spectrum as explained by Woods et al. [79]. The method divides
the temporal profile in several segments and calculates the discrete Fourier
transform for each segment. The resulting Fourier coefficients are then used to
calculate the estimated spectral density for each temporal segment. As a final



REAL PROFILES 131

step, the average of all spectral density estimations is calculated and used as
the estimated frequency spectrum of the temporal profile. Figure 5.11 shows an
example to illustrate Welch’s method. The left figure shows a time-series which
is the summation of two sinusoidal profiles, one with a 24h period and one with
a 12h period. The right figure shows the corresponding power spectral density
estimate computed using Welch’s method.
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Figure 5.11: Left: brief extract of a time-series which is the summation of two
sinusoidal profiles with 24h and 12h period. Right: the corresponding power
spectral density estimate computed using Welch’s method.

The estimated frequency spectra of two remaining load profiles, one where
onshore wind and one where solar PV is used as RES, are shown in Figure
5.12. These remaining load profiles are created with historic load and iRES
generation profiles from the Belgian electricity system [77]. The segment of
the frequency spectrum at the left of the dashed line corresponds to sinusoidal
profiles with a long period (and low frequency). The low and high frequency
segment have a different weight, or importance, depending on the iRES source.
This is reflected by the amount of installed capacity of both storage technologies,
as shown in table 5.3. A higher relative weight of the low-frequency spectrum
corresponds to a higher share of disjoint capacity in the storage portfolio. This
is in accordance with the results shown in Figure 5.10, where disjoint storage is
preferred for high tp while integrated storage is preferred for low tp.

To compare different remaining load profiles and the corresponding storage
portfolios, a formal metric is developed. To express the relative weight of the
low-frequency spectrum, the ratio of the sum of the low-frequency spectrum
over the sum of the entire spectrum is chosen. This is expressed in Eq. (5.7)
where Pspec(f) is the amplitude of the power spectrum of the remaining load
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(a) Onshore wind as iRES
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(b) Solar PV as iRES

Figure 5.12: Frequency spectrum of remaining load profile when 100% of demand
is covered by RES. The dashed line indicates the cut-off frequency fc, which
divides the spectrum in a low and a high-frequency part.

Table 5.3: Installed storage capacity to accommodate the remaining load profile
of two 100% RES scenarios shown in Figure 5.12. The storage technology
characteristics are presented above in Table 5.2.

RES source
Installed capacity Onshore Wind Solar PV

Disjoint charging capacity [GW] 25 32
Integrated capacity [GW] 7 31

profile as a function of frequency f , fc is the cut-off frequency which divides
the entire frequency spectrum in a low-frequency and a high-frequency part
(the dashed line in Figure 5.12).3 Finally Plow is the relative weight of the
low-frequency spectrum.

Plow =

f=fc∑
f>0

Pspec(f)∑
f>0

Pspec(f)
(5.7)

3Note that fc is here a given frequency to divide the spectrum in two parts, it is not the
frequency corresponding to a -3 dB point in the spectrum.
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The share of disjoint charging capacity (xd) in the storage portfolio is expressed
as in Eq. (5.8). ccd and cdd denote the installed disjoint charging and disjoint
discharging capacity respectively, ci denotes the installed integrated capacity.

xd =
cc

d+cd
d

2
cc

d
+cd

d

2 + ci
(5.8)

For the share of disjoint capacity, the average of charging and discharging
capacity is used. Note that in the presented examples, GFPPs are used as
synthetic methane discharging capacity or as conventional generation capacity
with common natural gas. Therefore, a distinction is made between GFPPs
operated with synthetic methane and conventional natural gas, where only the
former is counted as disjoint discharge capacity. The disjoint energy capacity is
not taken into account as it is expressed in a different unit than power and thus
not directly comparable to the integrated capacity. Nevertheless, results shown
in Figure 5.7 and Figure 5.10 indicate that the disjoint power capacity is a good
measure for the amount of optimally installed disjoint capacity in general.

Based on the metrics introduced in Eqs. (5.7) and (5.8) and the results shown
in the previous sections, it is expected that an increase in the relative weight of
the low-frequency spectrum leads to an increase in the share of disjoint charging
capacity in the storage portfolio. One can see that this holds for the sinusoidal
profiles investigated earlier. After all, increasing the period of the sinusoidal
signal (moving from left to right on the abscissa of Figure 5.10) corresponds to
a shift from a high-frequency spectrum to a low-frequency spectrum and results
in an increasing share of disjoint capacity in the storage portfolio. The same
mechanism is confirmed by the simulation results of real profiles as shown in
Figure 5.13. The relative weight of low-frequency spectrum and the share of
disjoint charging capacity in the storage portfolio as a function of the renewable
energy generation target are shown in this figure. The RES target expresses
a minimum percentage of the total energy load that has to be served by RES
generation, directly or through storage. It is clear that for most instances both
the weight of the low-frequency spectrum and the share of disjoint charging
capacity increase simultaneously.
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(a) Onshore wind
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(b) Offshore wind
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(c) Solar PV

Figure 5.13: Relative weight of low-frequency spectrum (Plow) and share of
disjoint power capacity (xd) in the storage portfolio as a function of the RES
target for different iRES technologies: onshore wind for the upper panel, offshore
wind for the middle and solar pv for the lower panel. Note that the ordinate
axes are labeled differently.
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Next to varying the renewable energy generation target, also different iRES
technologies can be compared with each other as presented in Figure 5.14. The
figure shows that among different iRES technologies, an increase/decrease in the
weight of the low-frequency spectrum (blue bars) leads to an increase/decrease
in the share of disjoint charging capacity in the storage portfolio (green bar).
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Figure 5.14: Share of low-frequency spectrum (Plow) and share of disjoint power
capacity (xd) in the storage portfolio for different remaining load profiles. Each
remaining load profile results from using a different iRES technology. The
renewable energy target is set at 100% in each case.

Finally, the effect of a change in cut-off frequency is investigated. As this cut-off
frequency is arbitrarily chosen, it is important that the results hold for different
cut-off frequencies. Figure 5.15 shows the relative weight of the low-frequency
spectrum and the share of disjoint charging capacity in the storage portfolio for
different cut-off frequencies. It is clear that the results observed and discussed
above do not depend on a well chosen cut-off frequency but hold for a wide
range of cut-off frequencies.

The presented results indicate that the low-frequency components predominantly
determine the installed share of disjoint charging capacity in an optimal storage
portfolio. The underlying mechanism of this is that the necessary energy storage
capacity is high compared to the necessary charging/discharging power capacity.
This mechanism was also seen in the results from methodological block profiles
and single sinusoidal profiles. In addition, it follows that the high-frequency
components determine the share of integrated capacity in the storage portfolio.
Note that, although the low-frequency spectrum drives the need to install
disjoint storage, once disjoint capacity has been installed, it can be used to
accommodate both low and high frequency remaining load. The same holds for
integrated storage.
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(a) Cut-off frequency: 1/48h
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(b) Cut-off frequency: 1/72h

50 60 70 80 90 100
Renewable Target [%]

2.5

5.0

7.5

10.0

12.5

15.0

Lo
w 

fre
qu

en
cy

 sp
ec

tru
m

 sh
ar

e 
[%

]

0

10

20

30

40

50

60

Sh
ar

e 
of

 d
isj

oi
nt

 c
ap

ac
ity

 [%
]

(c) Cut-off frequency: 1/168h

Figure 5.15: Relative weight of low-frequency spectrum (Plow) and share of
disjoint power capacity (xd) in the storage portfolio as a function of the iRES
target for different cut-off frequencies: 1/48h in the upper panel, 1/72h in the
middle and 1/168h in the lower panel.
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5.6 Summary and conclusions

This chapter provides a methodological explanation for the relationship between
the time-varying shape of a remaining load profile and the optimal storage
portfolio, when used for temporal arbitrage. A distinction is made between
storage technologies for which installed charging power, discharging power and
energy storage can be optimized separately, like power-to-gas-to-power (referred
to as a ’disjoint’ storage technology), and storage technologies for which all
capacity ratings are physically coupled, like NaS batteries, where the most
stringent capacity rating (charging power, discharging power or energy reservoir
size) determines the installed capacity (referred to as an ’integrated’ storage
technology).

Results show a clear relationship between the share of each storage capacity
type and the share of its corresponding range in the frequency spectrum of the
’remaining’ load profile. These results are based on optimal storage portfolio
calculations for different methodological and historic load and iRES generation
profiles. Results indicate that disjoint storage is predominantly used to serve
remaining load profiles with high necessary energy capacity, compared to the
necessary power capacity, corresponding to monthly and seasonal cycles. This
type of remaining load profiles is expected to occur only when very high shares
of intermittent renewable generation (>50%) are installed. Integrated storage is
predominantly used to serve remaining load profiles with high necessary power
capacity relative to the necessary energy capacity, corresponding to daily and
weekly cycles. Residual load profiles with cycles of such duration can occur for
lower shares of installed renewable capacity.

The findings from this work are employable in both future generation expansion
planning and greenfield investment studies to explain results concerning storage
capacity. Moreover, these results are useful to single out the part of storage
benefits accountable to temporal arbitrage in broader analyses covering storage
for both temporal energy arbitrage and ancillary services like providing reserve
capacity.





Chapter 6

Unit commitment model for a
combined electricity and gas
system

This chapter contains elements from:
Belderbos, A., Bruninx K., Valkaert, T., Delarue, E. and D’haeseleer, W.
Facilitating renewables and power-to-gas via integrated electric power-gas
system scheduling, TME working paper.

Valkaert, T., Belderbos, A. and D’haeseleer, W. Modeling transient gas
flows through uniform pipelines with a focus on line pack and line pack
flexibility., TME working paper.

This chapter presents a novel operational model comprising a combined electrical
power and gas system. This model will be used to investigate extensive case
studies on the effect of power-to-gas (P2G) on gas network exploitation, the
conventional natural gas production facilities and gas-fired power plants in
Chapter 7.

The relevance of such model in energy system operations is discussed together
with the novelties of this model compared to the literature in Section 6.1.
Section 6.2 provides a qualitative and mathematical description of the model.
Section 6.3 presents a verification of the gas part of this model, indicating the
model accuracy and its suitability to be used for operational scheduling studies.
Different case studies are presented to illustrate the value of the novel model
aspects in Section 6.4. Conclusions finalize this chapter in Section 6.5.

139
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6.1 Introduction

The growing share of intermittent renewable energy sources (iRES) requires
flexibility in the electric power system which could be provided by a more
dynamic operation of conventional (natural) gas-fired power plants (GFPPs).
Such increasing flexibility provision will result in an increasingly volatile gas
network off-take from GFPPs. If P2G units are installed, an additional coupling
between the electrical power grid and the gas network is made which could,
depending on the operating profile of the P2G units, lead to a volatile injection
into the gas network.1 Both the increasingly volatile off-take and injection in
the gas network could hence transfer a flexibility requirement from the electrical
power network to the gas network and warrant further research on the impact
of electrical power volatility on the safe and reliable gas network operation.

Some major differences exist between the electrical power grid and the gas
network. First, electrical power is transported at the speed of light and hence
can be regarded as instantaneous for unit commitment optimization. Natural
gas is propelled at much lower velocities resulting in a time-delay between
injection and off-take of possibly hours to days, depending on the distance to
be covered. Second, in contrast to the electrical power grid, the gas network
has some inherent flexibility. Since gas is a compressible fluid, gas can be
accumulated in pipelines which allows using the gas network as short-term
storage. The amount of gas contained inside a pipeline is termed the line pack
and depends on the size of the pipeline and the imposed pressure bounds. A
higher pressure in a pipeline results in a higher gas density and higher line pack
level.

The line pack flexibility provides an inherent flexibility for the gas network which
could be used to facilitate the integration of iRES in the electric power system
by transferring the gas flexibility to the electric power system via gas-fired
power plants and P2G, as mentioned in the onset of this chapter.

A gas flow through a pipeline causes a pressure drop between the entry and
exit of the pipeline, due to friction losses; this is illustrated by the solid line in
Figure 6.1a. The shaded area under the solid pressure line is a metric for the
line pack inside the pipeline [80].

The average pressure inside the pipeline can be shifted up or down without
impacting the gas flow rate through the pipeline, as long as the pressure drop
due to this gas flow does not span the entire allowed pressure range. Figure
6.1b shows two pressure curves for the same gas flow rate as shown in Figure
6.1a, one shifted up reaching the maximum pressure bound and one shifted

1’Grid’ and ’network’ are used as synonyms.
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Figure 6.1: Pressure drop due to gas flow indicated by the solid line, with line
pack (shaded area under pressure curve in the left-hand panel) and line pack
flexibility (shaded area between minimum and maximum pressure curves in
right-hand panel). Note that the solid blue curves are not linear in general, but
have a concave curvature.

down reaching the minimum pressure bound. The shaded area between the two
pressure curves is a metric for the line pack flexibility. This line pack flexibility
depends on the pressure bounds and on the gas flow rate through the pipeline.
When the gas flow rate increases, the pressure drop increases (leading to steeper
pressure lines) and the available line pack flexibility decreases.

To study to what extent line pack can provide flexibility to the electric power
system and the effect of such flexibility transfer on conventional gas shippers, a
multi-carrier energy system (MES) model incorporating both the electric power
and gas system is required. Furthermore, it is key to account for gas flows and
pressures in this MES model.

Many different MES models are reported in the literature. As for all optimization
models, a balance must be struck between the optimization horizon and the
level of detail considered in technical, temporal and geographical domain to
assure an acceptable computational cost [7]. Depending on the models’ purpose,
more detail in one or another domain is considered. MES models can roughly be
divided into investment models and operational scheduling models. The former
typically have a larger optimization horizon at the expense of a reduced level of
detail in one or more domains while the latter put more focus on the technical,
temporal and/or geographical domain at the expense of a reduced optimization
horizon. An extensive overview of the different models is outside the scope of
this study, the interested reader is referred to the following literature: [81, 82].
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The MES model presented in the following section (6.2) is an operational model
comprising an electric power system and a gas system with a high level of
technical and geographic detail. Two model characteristics are important when
investigating the line pack flexibility in a gas network. First, the assumed ’state’
of the gas network is essential; this can be either steady state or transient.
Although steady state models of the gas network can provide valuable insights,
these models cannot be used to assess variations in line pack levels and line
pack flexibility. Since line pack variations require the pipeline inflow to differ
from the outflow, it is by definition assumed that the gas flow is not in steady
state.

A second characteristic is the strategy employed to determine the optimal
MES operating schedule, which could be either the sequential or simultaneous
optimization of the electricity system and the gas system. A first group of
papers uses sequential optimization. Often the electric power system is optimized
first, determining the operational schedule of gas-fired power plants and, if
considered, P2G units. Next, the gas system is optimized determining the gas
flows and nodal pressures. An iterative algorithm is often employed to assure
that the electric power system optimization is re-optimized if it would lead to
in-feasibilities in the gas system. However, Zlotnik et al. [83] and Qadrdan et
al. [84] show that non-simultaneous optimization of both energy systems often
leads to economic non-optimal solutions, especially in high stress situations
such as cases with high iRES penetration. Therefore, the electric power system
and the gas system are simultaneously optimized in this work.

Table 6.1 provides examples of multi-carrier energy system (MES) models
found in the literature with different gas flow representations and optimization
strategies as discussed before. The models indicated in the shaded area relate
most closely to the model presented in Section 6.2.

Table 6.1: Examples of relevant multi-energy system models found in
the literature with respect to their representation of the gas network and
optimization strategy

Steady state Transient
Sequential | [85] [86],[87],[88]

Simultaneous | [89],[90] [83],[91],[92]

Each of the studies listed in Table 6.1 which incorporate a transient gas flow,
describe the same physical gas flow problem, although the precise mathematical
implementation differs as well as the optimization strategy. The gas system
presented in the next section provides an addition to the literature in the
following ways:
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1. P2G units have been added with a high level of technical detail;

2. the representation of gas production facilities is extended with additional
constraints;

3. the mass balance constraints are extended to not only impose nodal mass
balances but also zonal mass balances.

The studies from Clegg and Mancarella [85, 86] and He et al. [90] incorporate
P2G units as a single, integrated unit. The model presented in this work
here extends these formulations by providing a P2G representation with a
greater technical detail, modeling the electrolyzer, methanizer and intermediate
hydrogen buffer as distinctive units. Increasing the technical detail of the P2G
units provides more detailed results on the flexibility P2G can provide to the
electrical power system and the flexibility it requires from the natural gas
system.

Adding constraints on the natural gas production facilities and modeling zonal
mass balances in addition to the nodal mass balances does not necessarily
increases the technical detail but it improves the realism of the obtained results.
By adding additional constraints to the production facilities, large pressure
variations due to large production variations are avoided. Considering zonal
loads allows to account for possible flexibility provided by the gas distribution
grid [93].

The gas system implementation presented in the following section is based on
the implementation described by Correa-Posada [91] and extended with the
additions listed before. The electric power system is represented by the LUSYM
model taken from Van den Bergh et al. [94],[95] due to its proven solving speed.
A DC load flow representation is used for the electrical power grid, while a
transient representation is used for the gas network.

6.2 Model description

The model objective is to minimize total system operational cost, while adhering
to technical constraints imposed on both the entire energy system and the
individual units. The total system cost equals the sum of the operational
electric power system cost and the operational gas system cost as follows:

min costelec + costgas (6.1)

The electric power system cost consists of generation costs, start-up costs,
shut-down costs, ramping costs, load curtailment costs, renewables curtailment
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costs and reserve allocation costs for load and renewables curtailment:

costelec =
∑
i,t

(
costgeni,t + coststarti,t + coststopi,t + costrampi,t

)
+
∑
l,t

(
costtransl,t

)
+
∑
n,t

(
costlcn,t + costrcn,t + costrsrn,t

)
(6.2)

The operational gas system cost consists of a gas production cost from gas wells,
a gas storage cost, a compressor cost and an operational cost from P2G units:

costgas =
∑
t

[∑
gw

costwellgw,t +
∑
gs

coststorgs,t +
∑
c

costcompc,t +
∑
e

costptge,t

]
∆t

(6.3)

The electrical power and gas system are linked by GFPPs which consume gas
from the gas network to generate electrical power (which is injected in the
electrical power system) and by P2G units which convert electrical power from
the grid to synthetic methane (and inject it in the gas network). Both the
electrical power and gas systems are described in the following sections. Both
systems are connected to each other via the GFPPs and P2G units.

6.2.1 Electricity system

The model describing the electricity system is taken from Van den Bergh et
al. [94],[95], and is added in Appendix D. This model contains technical unit
constraints such as generation limits, ramp limits, minimum up times and
minimum down times. The electricity network is modeled using a DC power
flow representation.

Note that the market clearing constraint is adapted to account for the electricity
consumption from P2G units. The adapted market clearing condition reads:∑

i

Aplantn,i (zi,tP i + gi,t) +
∑
j

Astorn,j (pdj,t − pcj,t) +RESn,t − rcn,t

= Dn,t − lcn,t + lsn,t + pin,t +
∑
e

Aelyn,eg
ely
e,t ∀n, t (6.4)

where Aplantn,i links each power plant i with a node n in the electrical power grid,
zi,t denotes the binary on-off status of each power plant at each time step t, P i
is the minimum operating point and gi,t is the electrical power generation above
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minimal operating point. pdj,t and pcj,t are respectively de discharging and
charging power of each storage unit j at each time step, with Astorn,j a matrix
linking each storage to a node in the grid. RESn,t denotes the available iRES
generation, rcn,t the iRES curtailment, Dn,t is the electricity load, lcn,t the
curtailed load, lsn,t the stored load and pin,t the power injection in the grid at
node n. gelye,t is the electrical energy consumption of electrolyzer e and Aelyn,e is a
matrix linking each electrolyzer e to a node n.

The main decision variable in the electric power system are the on/off
commitment status (zi,t), the power plant generation level (gi,t), the storage
charging (pcj,t) or discharging (pdj,t) electrical power, the stored load (lsn,t) and
curtailed load (lcn,t), de curtailed renewable energy sources (RES) generation
(rcn,t) and the electrical power injection in each node (pin,t) from the network.

6.2.2 Gas system

The presented gas system model encompasses a gas network consisting of nodes
and arcs. Each node can contain gas wells, storages, loads, P2G units and
GFPPs which are respectively modeled by their production limits, injection
and withdrawal limits and consumption limits. The arcs connecting the nodes
can be either pipelines, compressors or valves. Only the operational cost of the
gas system is considered.

Cost

The total operational cost consisting of a gas production cost2 from gas wells,
a gas storage cost, a compressor cost and an operational cost from P2G units
was given in Eq. (6.3) before. The gas well production cost, with Cgw the gas
production cost per volume of gas for each gas production facility gw and qgw,t
the gas production rate at facility gw and time step t, follows from [96]:

costwellgw,t = Cgw · qgw,t ∀gw, t (6.5)

The gas storage cost is modeled as an operational cost per unit of stored gas3:

coststorgs,t = Cgs · qgs,t ∀gs, t (6.6)
2For countries without domestic gas production, this would become an ’import cost’.
3The operational cost is driven by the cost of mechanical energy required for compression

and the cost of thermal energy needed for heating during expansion. Although this energy
requirement varies with the storage state-of-charge, an average energy cost is used here to
reduce the computational burden [91].
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with Cgs the storage cost per volume of gas for each storage gs and qgs,t the
gas flow to or from each storage at each time step.

The compressor cost is obtained as4:

costcompc,t = Cc · qc,t ∀c, t (6.7)

with Cc the cost per volume of compressed gas for each compressor c and qc,t
the gas flow through each compressor at each time step.

The operational cost of a P2G unit e consists of a variable operation and
maintenance (O&M) cost (Celye ) per unit of consumed electricity (gelye,t ) and
a variable O&M cost (Cmete ) per unit of produced synthetic methane. The
amount of produced synthetic methane is equal to on-off status (zmete,t ) of the
methanizer unit e times the production rate at minimal operating point (Fmete )
summed with the production rate above minimal output (fmete,t ).

costptge,t = Celye gelye,t + Cmete

(
Fmete zmete,t + fmete,t

)
∀e, t (6.8)

Note that the cost of the consumed electricity itself is not accounted for in
this P2G operational cost since the cost of electricity is endogenous to the
combined model. Similarly, the earnings for the produced methane are not
modeled explicitly as they are endogenous to the model.

Production and generation limits

The production at each gas well gw is constrained by a minimum level (W gw)
and a maximum level (W gw), which can either be set by physical characteristics
or contracted amounts:

W gw ≤ qgw,t ≤W gw ∀gw, t (6.9)

Gas transmission system operators (TSOs) impose maximum upward ramp
rates (RUgw) and downward ramp rates (RDgw) on the gas injection from
shippers (qgw,t) in order to avoid sudden pressure changes in the gas network
[93]. These ramp rates follow from:

qgw,t ≤ qgw,t−1 +RUgw∆t ∀gw, t (6.10)

qgw,t ≥ qgw,t−1 −RDgw∆t ∀gw, t (6.11)
4This cost is driven by the mechanical energy required for compression. Although this

energy need increases with increasing pressure ratio, an average compression cost is used to
reduce the computational burden [97, 98].
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with ∆t the duration of a time step.

The natural gas consumption from GFPPs (qgfppng,t ) is linked to their electricity
generation (equal to P izi,t + gi,t) by the conversion efficiency5 ηi. A conversion
factor ζ is used to express the natural gas consumption in Nm3:

qgfppi,t = 1
ζηi

(P izi,t + gi,t) ∀ng, t (6.12)

The gas flow rate injected or withdrawn from storage (qgs,t) is limited by a
maximum injection rate (IRgs) and maximum withdrawal rate (WRgs):

WRgs ≤ qgs,t ≤ IRgs ∀gs, t (6.13)

Analogous to the maximum injection variations from gas wells to avoid large
pressure swings in the grid, a maximum upward ramp rate (RUgs) and downward
ramp rate (RDgs) is imposed on the gas flow to and from storage (qgs,t):

qgs,t ≤ qgs,t−1 +RUgs∆t ∀gs, t (6.14)

qgs,t ≥ qgs,t−1 −RDgs∆t ∀gs, t (6.15)

The state of charge of the gas storage (slgs,t) is bound by its physical limits as
follows:

Sgs ≤ slgs,t ≤ Sgs ∀gs, t (6.16)

with Sgs the minimum gas storage level and Sgs the maximum storage level.

The correct gas storage state of charge (slgs,t) is given by Eq. (6.17), note
that qgs,t can be both positive, when injecting to storage, and negative, when
withdrawing from storage.

slgs,t = slgs,t−1 + qgs,t∆t ∀gs, t (6.17)

Power-to-gas unit

A P2G unit is modeled as three distinct parts: (1) the electrolyzer, converting
water to hydrogen and oxygen by using electricity; (2) the methanizer, converting
hydrogen and CO2 to methane; and (3) an intermediate hydrogen storage

5Although the efficiency varies with the operation point, a constant efficiency is used for
simplicity [91].
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to temporarily store the electrically produced hydrogen. The intermediate
hydrogen storage allows the electrolyzer to operate very dynamically to capture
the surplus generation from iRES while allowing the methanizer, which is less
flexible by nature, to operate at a fixed operating point for longer, uninterrupted
periods in time.

Electrolyzer

The electrolyzer electricity consumption (gely) is constrained by its installed
capacity (Gelye ) as follows:

0 ≤ gelye,t ≤ G
ely

e ∀e, t (6.18)

The hydrogen produced by an electrolyzer (helye,t ) is given by [85]:6

helye,t = gelye,t η
ely
e ∀e, t (6.19)

with gelye,t the electrical energy consumed by the electrolyzer e and ηelye the
conversion efficiency between electrical and hydrogen energy.

Since the electrolyzer technology can be operated very dynamically (with time
constants in the order of seconds to minutes [32]), far below the time steps
considered in these models (15 minutes - 1 hour), no further technical generation
limits are considered.

Methanizer

The amount of synthetic methane produced by a P2G unit can be expressed as:

0 ≤ qmete,t = 1
ζ

(
Fmete zmete,t + fmete,t

)
∀e, t (6.20)

with zmete,t the on-off status of the methanizer unit e, Fmete the production rate at
minimal operating point and fmete,t the production rate above minimal operating
point. To express the amount of produced synthetic methane in Nm3 rather
than MWhth, the conversion factor ζ is used.

The hydrogen consumption for synthetic methane production is given by [85]:

Fmete zmete,t + fmete,t = hmete,t η
met
e ∀e, t (6.21)

6The efficiency could be varied depending on the operating point. This would, however,
substantially increase run times while only slightly increasing accuracy [27].
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with hmete,t the hydrogen consumption of methanizer e and ηmete the conversion
efficiency from hydrogen to methane.

In analogy to the power plant generation limits [95], the maximum methane
production from methanizers, above Fmet follows from (given that the
MUTmet>2):

fmete,t ≤
(
F
met

e − Fmete

)
zmete,t −

(
F
met

e − SUmete

)
vmete,t

−
(
F
met

e − SDmet
e

)
wmete,t−1 ∀e, t (6.22)

where Fmete is the maximum methane production rate of methanizer e, SUmete

is the start-up rate, SDmet
e is the shut-down rate, vmete,t is the start-up status

of methanizer e and wmete,t is the shut-down status. Both vmete,t and wmete,t are
binary variable which become ’1’ on the time step at which the methanizer,
respectively, starts up and shuts down.

Given that reactor temperature control puts a limitation on the dynamic
operation flexibility of methanizers [31], ramp rates are imposed as follows:

fmete,t − fmete,t−1 ≤RUmete zmete,t

+
(
SUmete − Fmete −RUmete

)
vmete,t ∀e, t (6.23)

fmete,t−1 − fmete,t ≤RDmet
e zmete,t−1

+
(
SDmet

e − Fmete −RDmet
e

)
wmete,t ∀e, t (6.24)

with RUmete and RDmet
e the ramp-up rate and ramp-down rate, respectively.

The minimum up-time (MUTmete ) and down-time (MDTmete ) are, respectively,
enforced by:

zmete,t ≥
t∑

t′=t+1−MUTmet
e

vmete,t′ ∀e, t (6.25)

1− zmete,t ≥
t∑

t′=t+1−MDTmet
e

wmete,t′ ∀e, t (6.26)

In addition to the constraints above, the following logic relation between the
different methanizer unit statuses is needed:

zmete,t−1 − zmete,t + vmete,t − wmete,t = 0 ∀e, t (6.27)
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Hydrogen storage

The energy balance of the intermediate hydrogen storage (she,t) is given by:

she,t = she,t−1 + helye,t − hmete,t ∀e, t (6.28)

with helye,t the hydrogen production from the electrolyzer and hmete,t the hydrogen
consumption from the methanizer.

The storage injection and withdrawal are limited by the electrolyzer and
methanizer capacity, respectively. Limits on the hydrogen storage level are
imposed explicitly as follows:

She ≤ she,t ≤ S
h

e ∀e, t (6.29)

where She is the minimum storage level and She is the maximum storage level of
hydrogen storage e.

Network

The gas network is modeled as a graph consisting of nodes and arcs. The arcs
can be either passive, i.e., pipelines, or active, such as compressors and valves.
Each node can connect multiple pipelines and can contain gas wells, storages,
methanizers, gas-fired power plants and gas loads.

Nodes

Aminimum pressure bound (p
ng
) and maximum pressure bound (png) is imposed

in each node (ng) to assure the safe operation of the gas grid:

p
ng
≤ png,t ≤ png ∀ng, t (6.30)

Market clearing

Since mass accumulation is not possible within a node, each node requires a
balance between the inflow and outflow of gas. The gas load served through
nodes can originate from GFPPs, industrial gas use and residential gas use,
the GFPP and industrial gas load is linked to individual nodes in the network.
The residential gas use, however, is linked to ’gas zones’. Since the residential
gas load is served through the distribution network, which is coupled with
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the transmission network in multiple nodes, it is not possible to assign the
residential gas load to unique nodes; instead, this load is assigned to ’gas zones’.

The nodal balance requires the gas in- and outflow of each node to be equal.
However, since it is not possible to assign the residential gas load to a specific
node a-priori, the nodal balance constraint is relaxed and an additional zonal
balance constraint is imposed. The adapted (relaxed) nodal balance requires
that the net inflow of gas (inflow minus outflow) should at least cover the
industrial gas load and GFPP consumption. The inflow is allowed to be higher,
in order to serve a possible residential gas load:∑

pl

(
Iaoutng,plq

out
pl,t − Iainng,plqinpl,t

)
+
∑
c

(
Icoutng,cqc,t − Icinng,cqc,t

)
+
∑
v

(
Ivoutng,vqv,t − Ivinng,vqv,t

)
− qgs,t + qgw,t +

∑
e

Ametng,eq
met
e,t

≥ Lgng,t +
∑
i

Agfppng,i q
gfpp
i,t ∀ng, t (6.31)

with qinpl,t and qoutpl,t, respectively, the inflow and outflow of pipelines connected to
node ng, Iainpl,ng and Iaoutpl,ng are matrices linking the entry and the exit nodes,
respectively, to the pipelines. qc,t is the flow through compressor c, linked to
its entry and exit node via Icinc,ng and Icoutc,ng, respectively. Analogously, qv,t
denotes the flow through valve v and is linked to its entry and its exit nodes
via matrices Ivinv,ng and Ivoutv,ng. qgs,t is the storage injection rate, qgw,t the
gas production rate, qmetng,t the methanizer production rate and Ametng,e a matrix
linking each methanizer to a node in the gas network. Lgng,t denotes the nodal
gas load in node ng at time step t and qgfppng,t is the gas load from GFPPs, with
Agfppng,i linking each GFPP to a node in the gas network.

Within a gas zone, the sum of nodal gas inflows and outflows should be exactly
equal at all time steps:∑

ng

Izzg,ng(
∑
pl

(
Iaoutng,plq

out
pl,t − Iainng,plqinpl,t

)
+
∑
c

(
Icoutng,cqc,t − Icinng,cqc,t

)
+
∑
v

(
Ivoutng,vqv,t − Ivinng,vqv,t

)
− qgs,t + qgw,t +

∑
e

Ametng,eq
met
e,t )

=
∑
ng

(
Lgng,t +

∑
i

Agfppng,i q
gfpp
i,t

)
+ Lgzg,t ∀zg, t

(6.32)
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where Izzg,ng is a matrix linking gas nodes to gas zones and Lgzg,t is the zonal
gas load in each zone zg.

Note that if no residential gas load is considered, Eqs. (6.31)-(6.32) imply a
mass balance at each node; i.e., in Eq. (6.31), the equality in ” ≥ ” becomes
strictly binding. Furthermore, Eq. (6.32) imposes an overall gas balance on
the nodes within a zone. It is, however, still allowed to accumulate gas in the
pipelines connecting nodes within one zone and in pipelines between different
zones, thereby using the line pack flexibility available in pipelines as storage.

Pipelines

The gas flow through a pipeline is governed by three conservation laws:
conservation of mass, momentum and energy, described by partial differential
equations [99, 100]. Solving these equations to optimize the gas flows in a
given transmission network is very computationally demanding. It is therefore
standard practice to assume an isothermal flow, allowing to neglect the
conservation of energy and to use a coarse discretization of the remaining
conservation equations (mass and momentum) [101]. In this model, the
formulation as presented by Correa-Posada [91] is used.

Conservation of mass

The amount of gas contained in a pipeline (mpl,t), also termed the line pack, is
tracked through time as follows:

mpl,t = mpl,t−1 + qinpl,t∆t− qoutpl,t∆t ∀pl, t (6.33)

with qinpl,t and qoutpl,t, respectively, the pipeline inlet flow and outlet flow.

This line pack mass is proportional to the average pressure (p̃) inside the pipeline
as given by:7

mpl,t = Km
pl p̃pl,t ∀pl, t (6.34)

p̃pl,t =
∑
ng Ia

in
pl,ngpng,t +

∑
ng Ia

out
pl,ngpng,t

2 ∀pl, t (6.35)

7The average pressure inside the pipeline is given by p̃ab = 2
3

p3
a−p3

b

p2
a−p2

b

due to the non-linear

pressure drop along the length of a pipeline [80]. Using this average would introduce additional
non-linearities to the model which demand great computational effort to solve, therefore, the
arithmetic mean pressure is used [91].
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where Km
pl denotes the proportionality factor and matrices Iainpl,ng and Iaoutpl,ng

link the pipeline to their entry and exit nodes.

The proportionality factor Km
pl in Eq. (6.34) depends on the pipeline and gas

flow characteristics and is given in Eq. (6.36), with L the pipeline length, D
the pipeline diameter, T the temperature which is assumed constant, Z the
compressibility factor, T0 and p0 the temperature and pressure at standard
conditions respectively and Ctem a constant depending on the units in which
pressure and line pack mass are expressed.

Km
pl = Ctem

π

4
LD2T0

p0TZ
(6.36)

Conservation of momentum

Assuming horizontal pipelines and neglecting inertia en kinetic energy effects
on the gas flow, the pressure drop over the pipeline due to the gas flow through
the pipeline can be written as [91]:

q̃pl,t|q̃pl,t| = Kq
pl

∑
ng

(
Iainpl,ngp

2
ng,t − Iaoutpl,ngp

2
ng,t

)
∀pl, t (6.37)

with Kq
pl a proportionality factor relating the flow rate through a pipeline to

the pressure drop over the pipeline and q̃ the arithmetic mean of pipeline in-
and outflow:

q̃pl,t =
qinpl,t + qoutpl,t

2 ∀pl, t (6.38)

Note that in Eq. (6.37) the square of the gas flow is expressed as the product
of the gas flow and its absolute value, since the gas flow can be both positive
and negative, depending on its flow direction. The constant Kq

pl depends again
on the pipeline and gas flow characteristics and is given by:

Kq
pl = Cteq

(π
4

)2 D5T0

p0TZLfρ0
(6.39)

In Eq. (6.39), ρ0 is the gas density at standard conditions, f is the Darcy
friction factor and Cteq is a constant which depends on the units in which the
gas flow and pressure are expressed.

The friction factor is dependent upon the gas flow regime and the wall roughness
of the pipeline. For highly turbulent gas flows, however, this friction factor is
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only a function of pipeline roughness [102] as defined in Eq. (6.40) [103, 104]:

1√
f

= 2log10

(
3.7D

e

)
(6.40)

with D the pipeline diameter and e the roughness.

Compressors

Compressors are modeled as frictionless, short pipelines which increase the
pressure. Hence the exit pressure should at least equal the inlet pressure and
can be as high as the inlet pressure times a certain pressure ratio Gc:∑

ng

Icoutc,ngpng,t ≤ Gc
∑
ng

Icinc,ngpng,t ∀c, t (6.41)

∑
ng

Icoutc,ngpng,t ≥
∑
ng

Icinc,ngpng,t ∀c, t (6.42)

Valves

Valves are used for pressure reduction, the outlet pressure is hence constrained
by a minimum equal to the inlet pressure times a pressure ratio Gv and a
maximum equal to the inlet pressure itself:∑

ng

Ivoutv,ngpng,t ≥ Gv
∑
ng

Ivinv,ngpng,t ∀v, t (6.43)

∑
ng

Ivoutv,ngpng,t ≤
∑
ng

Ivinv,ngpng,t ∀v, t (6.44)

Piecewise linear implementation

The conservation of momentum (Eq. (6.37)) introduces two non-linearities to
the model. Both q̃|q̃| and p2 are non-linear and the former term is even non
convex since the flow q̃ can be both positive and negative. To keep reasonable
model run times, these non-linear terms are approximated with piece-wise linear
curves.

There are several strategies to formulate piece-wise linear models. In this
work, the incremental method is used due to its superior solving speed [91].
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In the incremental method, the non-linear function is approximated by a sum
of incremental quantities. Auxiliary binary variables are used to assure the
segments are summed in the correct order, this will be illustrated next.

Figure 7.5 shows the piece-wise linear approximation of the quadratic pressure.
At discrete pressures Dp

x=1..4 the quadratic pressure is calculated as Hp
x=1..4, in

between these discrete pressure points, the quadratic pressure is calculated as
the linear interpolation between Hp

x and Hp
x+1.

D1 D2 D3 D4 p
H1

H2

H3

H4

p^2

Figure 6.2: Piece-wise linear approximation of quadratic pressure

The pressure and its square are both calculated as the sum of incremental
segments:

png,t = Dp
1 +

∑
x

(
Dp
x+1 −Dp

x

)
δpng,t,x ∀ng, t (6.45)

p2
ng,t = Hp

1 +
∑
x

(
Hp
x+1 −Hp

x

)
δpng,t,x ∀ng, t (6.46)

δp and γp are both auxiliary variables to assure the piece-wise linear segments
are used in the correct order. With δp ∈ [0, 1] and γp ∈ {0, 1}:

δpng,t,x+1 ≤ γ
p
ng,t,x ∀ng, t, x (6.47)

δpng,t,x ≥ γ
p
ng,t,x ∀ng, t, x (6.48)

The quadratic flow q̃pl,t|q̃pl,t| is approximated in the same manner:

q̃pl,t = Dq
1 +

∑
x2

(
Dq
x2+1 −D

q
x2
)
δqpl,t,x2 ∀pl, t (6.49)

q̃pl,t|q̃pl,t| = Hq
1 +

∑
x2

(
Hq
x2+1 −H

q
x2
)
δqpl,t,x2 ∀pl, t (6.50)
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With δq and γq again auxiliary variables:

δqpl,t,x2+1 ≤ γ
q
pl,t,x2 ∀pl, t, x2 (6.51)

δqpl,t,x2 ≥ γ
q
pl,t,x2 ∀pl, t, x2 (6.52)

6.3 Model verification

The electric power system model was taken from Van den Bergh et al. who
present a verification of the model in [95]. Hence, no further verification is given
here. The gas flow formulation presented before was taken from [91], where
the formulation is derived from the gas dynamics governing equations using an
implicit discretization method of finite differences. The author from [91] points
out that the discretization step, both in time and space, should be sufficiently
small to guarantee sufficient accuracy. However, since small discretization steps
are not practical for optimization purposes, a coarser discretization with time
steps ranging from 15 minutes to 2 hours and spatial steps going up to 80 km
are used [91]. The resulting formulation is hence termed a ’dynamic model’
rather than a ’transient model’ to indicate the coarse time discretization [91].
A verification of the accuracy of such coarse discretization is not provided in
[91] and hence will be done here.

To gain insight in the accuracy of the dynamic model formulation, a transient
gas flow is applied to a pipeline resulting in a varying pressure in the pipeline.
This pressure is calculated in two different ways, (1) using the dynamic gas
model from [91] as presented in Section 6.2, and (2) using a transient gas model
which is modeled using a fine discretization of the gas dynamics governing
equations as presented in the next section.

6.3.1 Gas dynamics governing equations

Transient, compressible gas flows can be described by the conservation equations
of mass, momentum and energy. For simplicity, the gas flow is assumed to be
one dimensional and the pipeline itself is assumed to have a constant diameter
and no differences in height. In that case, the conservation equations take the
following form [99, 100]:

Conservation of mass:
∂ρ

∂t
+ ∂(ρu)

∂x
= 0 (6.53)
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Conservation of momentum:

ρ
∂u

∂t
+ ρu

∂u

∂x
+ ∂p

∂x
+ f

2Dρu
2 = 0 (6.54)

Conservation of energy:

ρCv

(∂T
∂t

+ u
∂T

∂x

)
+ T

( ∂p
∂T

)
ρ

∂u

∂x
− f

2Dρu
3 + 4U

D
(T − Ta) = 0 (6.55)

The energy equation can be expressed in different equivalent ways. It is opted
here to express it in terms of temperature, rather than in terms of enthalpy. In
the above equations ρ represents the gas density, u the gas velocity, p the local
gas pressure and T the gas temperature. The heat capacity of natural gas is
represented by Cv and the heat transfer coefficient U gives an indication of the
amount of heat transfer between the gas and its surroundings at a temperature
Ta. The diameter of the pipeline is indicated by parameter D. Viscous flow
effects are captured by Darcy’s friction factor, represented by f . Recall that for
turbulent gas flows, this friction factor is only a function of pipeline roughness.

The conservation Eqs. (6.53) - (6.55) contain four unknowns (pressure p, density
ρ, temperature T and velocity u) for only three equations. An additional
equation is needed to complement the above set of equations. This additional
relation is the equation of state for real gases:

p = zrTρ, (6.56)

where z and r represent respectively the compressibility factor and the specific
gas constant. The compressibility factor z is a correction for the ideal gas law
and is not a constant for each gas — as is the specific gas constant r — but is
temperature and pressure dependent. By definition, this factor equals the ratio
of the volume taken up by a real gas at a certain temperature and pressure
compared to the volume an ideal gas would take up at identical conditions [105]:

z(p, T ) = Vrealgas(p, T )
Videalgas(p, T ) (6.57)

In most cases the volume taken up by a real gas is less than the volume taken
up by an ideal gas, such that the compressibility factor is less than unity. An
overview of different methods to calculate this compressibility coefficient can
be found in [106]. This work calculates the factor by linear interpolation in
between determined values of temperature and pressure, based on [107].
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The Eqs. (6.53) - (6.55) are expressed in terms of density, velocity and
temperature. To be able to apply boundary conditions of pressure and mass
flow in case studies, the conservation equations might be expressed in terms of
pressure, mass flow and temperature as well. The derivation and final expression
of these equations can be found in [108].

To solve the system (6.53) - (6.55), complemented with the equation of state
(6.56) subjected to certain boundary conditions in a numerical way, there exist
multiple solution techniques. An overview of the possible methods can be found
in the review paper of Thorley and Tiley [109]. Here, a second order spatial
discretization scheme has been employed using central differences for all internal
points, and forward/backward differences on the left/right boundaries (note
that we model the pipeline as a 1D system as shown in the next section). An
explicit fourth order Runge-Kutta method is employed for time integration.

6.3.2 Verification set-up

The accuracy of the momentum conservation equation in the dynamic model
is verified on one single pipeline, modeled as a one-dimensional system. Since
the conservation of momentum is imposed on each pipeline individually, a
verification on one pipeline can be generalized to the entire network.

The ’benchmark’ pipeline, gas and environment characteristics are given in
Table 6.2. The pipeline is assumed to run horizontal and to have a constant
diameter D over the entire pipeline length.

The compressibility factor8 Z is assumed constant and equal to 0, 8 in the
dynamic model run. For the transient model, the compressibility factor is
calculated as a function of the pressure and temperature as presented in Eq.
(6.57).

The discretization parameters for the two different models are provided in Table
6.3.

A constant inflow of 300 Nm3/s and a continuously varying outflow are applied
to the pipeline. Since the dynamic formulation works with larger time steps, an
hourly average outflow is applied in the dynamic model, as shown in Figure 6.3.

8Note that a capital Z is adopted if a constant compressibility factor is used, while a lower
case z(p, T ) is adopted if a compressibility factor as a function of pressure and temperature is
used.
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Table 6.2: Parameters used for dynamic model verification

Parameter Value source
Length L [km] 100
Diameter D [m] 1
Roughness e [m] 5 · 10−5 [101]
Thermal conductivity k [ WmK ] 25 [101]
Heat transfer coefficient U [ W

m2K ] 7.96

Heat capacity Cv [ J
kgK ] 1759 [101]

Specific gas constant r [ J
kgK ] 518.8 [101]

Friction factor f [-] 0.00806
Gas density at standard conditions ρ0 [ kgm3 ] 0.7156
Temperature at standard conditions T0 [K] 288.15
Pressure at standard conditions p0 [bar] 1.013
Ambient temperature Ta [K] 285.15 [101]

Table 6.3: Discretization parameters for verifications

Step size
Domain Transient Dynamic
Spatial 500 m 100 km
Temporal 0.82 s 3600 s

6.3.3 Results and discussion

Figure 6.4 presents the inlet pressure (left panel) and outlet pressure (right
panel) calculated with the dynamic and transient model for the imposed constant
inlet flow and varying outlet flow presented before. It is clear that there is a
difference in calculated pressures, due to the difference in discretization and the
difference in the compressibility factor Z used. Figure 6.4 shows however that
the dynamic model, with very coarse time steps, is able to follow the pressure
trends.

The hourly calculated pressure values and the relative difference between the
results from both models are reported in Table 6.4. The average reported error
is 1.23% with a maximum error up to 1.92%.
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Figure 6.3: Constant inlet flow, continuously varying outlet flow and its hourly
average used for the dynamic model verification. Note that both dynamic and
transient curves exactly coincide, since they are exogenously imposed, hence
only one curve is visible.
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Figure 6.4: Inlet and outlet pressure resulting from the transient and dynamic
model when isothermal conditions are assumed
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Table 6.4: Inlet and outlet pressure values and the relative difference between
the transient and dynamic model formulation when assuming isothermal flow.

Inlet pressure Outlet pressure
Hour Transient Dynamic Error Transient Dynamic Error
1 70.00 69.24 1.08% 64.71 63.89 1.26%
2 70.00 69.24 1.08% 64.71 63.89 1.26%
3 69.96 69.21 1.08% 64.65 63.84 1.25%
4 69.94 69.19 1.08% 64.66 63.83 1.28%
5 69.97 69.21 1.09% 64.68 63.87 1.25%
6 69.86 69.09 1.10% 64.39 63.65 1.15%
7 69.29 68.55 1.06% 63.46 62.81 1.03%
8 68.09 67.42 0.98% 61.80 61.22 0.95%
9 66.33 65.74 0.89% 59.61 59.06 0.93%
10 64.29 63.76 0.82% 57.27 56.70 1.00%
11 62.29 61.80 0.80% 55.17 54.54 1.13%
12 60.61 60.11 0.84% 53.55 52.86 1.30%
13 59.42 58.88 0.92% 52.56 51.79 1.47%
14 58.83 58.22 1.03% 52.31 51.45 1.63%
15 58.94 58.26 1.16% 52.89 51.95 1.79%
16 59.88 59.11 1.28% 54.43 53.40 1.90%
17 61.75 60.89 1.40% 56.94 55.84 1.92%
18 64.51 63.56 1.47% 60.26 59.16 1.84%
19 67.93 66.91 1.49% 64.07 63.00 1.68%
20 71.55 70.50 1.47% 67.85 66.84 1.49%
21 74.80 73.76 1.39% 71.03 70.10 1.31%
22 77.19 76.19 1.30% 73.15 72.31 1.15%
23 78.44 77.51 1.18% 73.99 73.23 1.03%
24 78.56 77.73 1.06% 73.71 73.00 0.96%
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In the previous verification, the flow through the pipeline was assumed isothermal
in order to simplify the gas dynamics governing equations by disregarding the
conservation of energy. It is, however, interesting to explore the error introduced
by this simplification. In the following example, the pressures calculated using
the dynamic model assume again isothermal flow conditions. For the pressure
calculated with the transient model, the conservation of energy equation is now
taken into account, considering the actual gas temperature due to compression
and heat transfer to its surroundings. Furthermore, an inlet temperature of
42◦C is assumed [101]. Figure 6.5 presents the calculated inlet and outlet
pressures resulting from the imposed inlet and outlet flows.
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Figure 6.5: Inlet and outlet pressure resulting from the transient and dynamic
model. Isothermal conditions are assumed for the dynamic model while non-
isothermal conditions are assumed for the transient model.

The hourly calculated pressure values and the relative difference between the
results from both models are reported in Table 6.5. The maximum and average
error are now, respectively, 2.29% and 1.14%. Since the parameters values
found in the literature for the cost and technical characteristics used in the unit
commitment model have a larger variation than the average error of 1.14% , it
is found that the dynamic gas flow formulation is sufficiently accurate for the
unit commitment model.
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Table 6.5: Inlet and outlet pressure values and the relative difference between
the transient and dynamic model formulation when assuming isothermal flow
for the dynamic model and non-isothermal flow for the transient model.

Inlet pressure Outlet pressure
Hour Transient Dynamic Error Transient Dynamic Error
1 70.00 69.24 1.08% 64.60 63.89 1.09%
2 70.00 69.24 1.08% 64.60 63.89 1.09%
3 69.96 69.21 1.07% 64.53 63.84 1.08%
4 69.94 69.19 1.07% 64.54 63.83 1.11%
5 69.97 69.21 1.10% 64.57 63.87 1.08%
6 69.83 69.09 1.06% 64.25 63.65 0.94%
7 69.19 68.55 0.92% 63.25 62.81 0.70%
8 67.88 67.42 0.68% 61.47 61.22 0.42%
9 66.02 65.74 0.42% 59.17 59.06 0.20%
10 63.91 63.76 0.23% 56.77 56.70 0.12%
11 61.89 61.80 0.16% 54.64 54.54 0.17%
12 60.24 60.11 0.22% 53.03 52.86 0.34%
13 59.10 58.88 0.37% 52.09 51.79 0.57%
14 58.57 58.22 0.60% 51.90 51.45 0.86%
15 58.78 58.26 0.88% 52.58 51.95 1.21%
16 59.84 59.11 1.22% 54.25 53.40 1.58%
17 61.87 60.89 1.59% 56.93 55.84 1.91%
18 64.82 63.56 1.94% 60.45 59.16 2.14%
19 68.41 66.91 2.19% 64.44 63.00 2.25%
20 72.15 70.50 2.29% 68.35 66.84 2.22%
21 75.44 73.76 2.23% 71.57 70.10 2.05%
22 77.75 76.19 2.01% 73.61 72.31 1.77%
23 78.84 77.51 1.68% 74.29 73.23 1.43%
24 78.78 77.73 1.33% 73.83 73.00 1.12%

6.4 Illustrative case studies

Four cases are presented in this section to illustrate the value of incorporating
gas production ramp rates, zonal loads and a detailed P2G representation in
the integrated electricity and gas model. Results show that incorporating these
additional constraints might have only a small effect on the total operational
cost, but has a significant impact on the pressure swings observed in the network
and on operation schedules of gas production and P2G units.

All technical and cost characteristics used in the reference case are given first,
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after which the different cases are explained. The case study results are presented
and discussed next.

6.4.1 Reference case parameter data

Except for the topology of the electrical power grid and the natural gas network,
the energy system used is inspired by the Belgian electricity and gas systems. All
power plant and storage unit characteristics are based on existing technologies.
Load and generation profiles are based on real profiles from 2015. To determine
the amount of installed power generation and storage capacity, results from an
80% RES case9 presented in chapter 4 are used. An 80% RES case is chosen
since it was shown in chapter 4 that P2G only becomes desirable for such high
RES shares. To limit the computational run times, the system and its installed
capacities are scaled down to 1/10th of its size reported in chapter 4.

Gas network topology

The gas network topology used in the different case studies is shown in Figure
6.6, consisting of 7 nodes connected with 6 pipelines (solid lines) and divided
in 2 load zones (dashed lines). A simple, fictitious, topology is used consisting
of pipelines with characteristics based on pipelines in the Belgian gas network
[104].

Figure 6.6: Gas network topology used in the illustrative case studies consisting
of 7 nodes connected with 6 pipelines (solid lines) and divided in 2 zones (dashed
lines).

Two gas production facilities (gw) are placed in node 1 and 5, a GFPP (gas
consumption) is placed in node 3 and a P2G unit (gas production) in node 6.

9The precise case used has an 80% RES target, all storage, curtailment and sequestration
allowed and a CO2emission cost of 50 e/ton. RES technology shares of 66% solar, 22%
offshore wind and 12% onshore wind are imposed and costs for all storage technologies are as
in the reference case of chapter 4.
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Nodes 2, 4 and 7 contain gas loads (residential and industrial) with gas loads
in nodes 2 and 4 belonging to the same gas zone and the gas load in node 7
belonging to another gas zone. The characteristics of each load, conversion unit
and gas production facility will be discussed in the following sections.

The gas pipeline characteristics are listed in Table 6.6, with L de pipeline length,
e the absolute roughness, D the pipeline diameter and f the resulting friction
factor, calculated following Eq. (6.40). For simplicity, all pipelines have equal
length and absolute roughness. Although this gas network topology is not
a representation of the Belgian gas network, the characteristics of individual
pipelines are representative for real pipelines.

Table 6.6: Gas pipeline characteristics used in the illustrative case studies.

From node 1 2 2 3 4 6
To node 2 3 6 4 5 7
L [km] 30 30 30 30 30 30
e [mm] 0.05 0.05 0.05 0.05 0.05 0.05
D [m] 0.89 0.89 0.59 0.59 0.59 0.59
f [−] 0.0108 0.0108 0.0116 0.0116 0.0116 0.0116

The gas and environment characteristics are listed in Table 6.7 and are equal to
the characteristics used for the model verification (Table 6.2).

Table 6.7: Gas and environment characteristics used in the illustrative case
studies.

Parameter Unit Value
Gas temperature T [K] 285.15
Gas density at standard conditions ρ0 [kg/m3] 0.7156
Gas compressibility factor at standard conditions Z [−] 0.8
Pressure at standard conditions p0 [bar] 1.013
Temperature at standard conditions T0 [K] 288.15

Since all novel model additions are made in the gas part of our integrated model,
the illustrative cases only focus on the gas part. The electric power system is
hence simplified to a one node system which contains an electrical load, RES
generation, a battery storage unit, a GFPP and a P2G unit (both connected to
the gas system).
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Load profiles

Belgian electrical power and gas load data from 2015 are used in the illustrative
cases. A one day period at the end of January 2015 is chosen as example to
optimize. The hourly electrical power load (as seen by the TSO) is obtained from
Elia, the Belgian TSO [77]. The minimum, maximum and average electrical
power load are reported in Table 6.8 for this one day period, corresponding to
1/10th of the Belgian electrical power load reported by Elia.

Table 6.8: Gas and electrical power load characteristics used in the illustrative
case studies.

Load
Unit Minimum Maximum Average

Electrical MWe 1017 1360 1210
Gas MWCH4 1717 4639 3207

The Belgian hourly gas load on the same winter day in 2015 is used and obtained
from Synergrid [110]. The minimum, maximum and average load are listed
in Table 6.8; note that these are also scaled to 1/10th of the load reported by
Synergrid. Both the electrical power and natural gas load are shown in Figure
6.7.
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Figure 6.7: Electricity and gas load during the studied 24h period. Electricity
load expressed in MWhe/h and gas load expressed in MWhCH4/h.

The total reported gas load is broken down in an industrial gas load, accounting
for 33% of the total gas load (excluding the GFPP load), and a residential



ILLUSTRATIVE CASE STUDIES 167

gas load, accounting for 67% of the total. These loads per type are further
assigned to the different nodes in the gas network as reported in Table 6.9. Note
that Table 6.9 reports the residential load per node which is strictly only the
case when no load zones are considered. In most cases, load zones are used as
presented in Figure 6.6 and hence the residential load from nodes 2 and 4 are
accumulated to one zonal load and the residential load of node 7 is assigned to
another zonal load.

Table 6.9: Gas load characteristics detailed per load type and node. The
residential loads from nodes 2 and 4 are accumulated to the load of 1 zone when
gas zones are used, the residential load of node 7 is assigned to a separate zone.

Node
2 4 7

Industrial - 50% 50%
Residential 10% 75% 15%

Renewable generation profiles

The installed RES generation capacities (onshore wind, offshore wind and solar
PV) are shown in Table 6.10 (scaled to 1/10th of the size reported in Chapter
4). The instantaneous renewable generation profile is based on the Belgian RES
generation occurring on a winter day at the end of January 2015, the same day
is used as for the load profiles. The RES generation profiles are obtained from
Elia [77] and scaled according to the installed capacities. The resulting hourly
minimum, maximum and average RES generation is also shown in Table 6.10.

Table 6.10: Renewable capacities and resulting generation used in the illustrative
case studies.

RES capacity [MWe]
Onshore Offshore Solar PV

502 525 5457

Total RES generation [MWe]
Minimum Maximum Average

18 1419 360

Gas-fired power plant

A modern combined cycle gas turbine (CCGT) with characteristics shown in
Table 7.5 is used as GFPP technology in the following cases. The characteristics
are based on the CCGT technology reported by Van den Bergh [95].
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Table 6.11: Gas-fired power plant characteristics.

Parameter Unit Value
Maximum power output [MWe] 1000
Minimum power output [MWe] 280
Ramp-up/-down rate [%/Pmax/t] 100
Minimum up/down-time [h] 3
Efficiency [%] 58
Variable O&M [e/MWhe] 12.8
Start-up cost [e] 26200

The maximum power output is equal to the installed capacity which is taken
from Chapter 4 (912MWe) and rounded-up to 1000MWe. Since more technical
constraints are considered in the current operational model compared to the
investment model, using exactly 912 MWe could lead to infeasibilities if the
technical constraints become limiting, hence the installed GFPP is rounded-up.

Battery storage

Sodium-sulfur (NaS) battery characteristics are used since they are suitable for
grid-scale battery storage [66]. The installed power and energy capacities are
shown in Table 6.12.

Table 6.12: Battery characteristics.

Parameter Unit Value
Maximum charging power [MWe] 1141
Maximum discharging power [MWe] 1141
Energy storage capacity [MWhe] 8215
Single-trip efficiency [%] 90

Power-to-gas

The power-to-gas (P2G) plant is modeled as three consecutive units, the
electrolyzer, hydrogen storage and methanation unit.

The electrolyzer characteristics are given in Table 6.13. The maximum electrical
power consumption is equal to the installed capacity reported in Chapter 4
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(scaled-down by a factor 10). The technical characteristics are based on the
literature review presented in Chapter 2.

Table 6.13: Electrolyzer characteristics.

Parameter Unit Value
Maximum electrical power consumption [MWe] 341.4
Efficiency [%] 75
Variable O&M [e/MWhe] 2

The methanation unit has dynamic operation characteristics which are slower
than the hourly time step used in this model. The characteristics used are based
on the review presented in chapter 2 and given in Table 6.14.

Table 6.14: Methanizer characteristics.

Parameter Unit Value
Maximum production [MWCH4 ] 179.24
Minimum production [MWCH4 ] 65
Ramp-up/-down rate [%/Pmax/t] 10
Start-up/shut-down rate [%/Pmax/t] 50
Minimum up-time [h] 6
Minimum down-time [h] 6
Efficiency [%] 70
Variable O&M [e/MWhCH4 ] 5

No minimum up-times or down-times have been reported in the literature, most
likely because there is no technical limit which requires such minimum up- or
down-time. However, since only high-level characteristics of the methanation
plant are used and hence the cost of a start-up and shut-down or the possibly
reduced life-time due to rapid switching between on and off state are not
explicitly accounted for, a minimum up- and down-time imposed on the
methanation reactor could serve as a proxy for these cost aspects as it forces the
dispatch schedule to start a methanation reactor only when it is worthwhile for
several hours, which would also be the expected behavior of a real methanation
plant operator. This is similar to the scheduling problem of conventional
generation units [111].

The hydrogen buffer between the methanation unit is modeled in a succinct
way, considering only the minimum and maximum state-of-charge as given in
Table 6.15. The assumption is made that the charging and discharging capacity
of the hydrogen buffer is sized to accommodate the maximum electrolyzer
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production rate and methanation consumption rate and should hence not be
modeled explicitly. The buffer size (maximum state-of-charge) has been taken
corresponding to the average hydrogen buffer size observed in the different cases
presented in Chapter 4.

Table 6.15: Hydrogen buffer characteristics.

Parameter Unit Value
Maximum state-of-charge [MWhH2 ] 6165
Minimum state-of-charge [MWhH2 ] 200

Gas production facilities

Two gas production facilities with equal operational characteristics have been
incorporated in the case study. Only the cost at which both facilities produce
differs whereby production facility 1 is a mainstream facility with a cost of 0.22
e/Nm3 (∼ 20.3 e/MWhp) and facility 2 represents a more expensive facility
with a cost which is threefold that of facility 1.

The ramp rates imposed on the different production facilities are chosen based
on information received from Fluxys, the Belgian gas TSO [93]. Although
production facilities are technically capable of higher ramping rates, they are
not desirable to avoid large pressure swings in the gas network.

Table 6.16: Gas production facility characteristics.

Parameter Unit Facility 1 Facility 2
Maximum production [Nm3/h] 700 000 700 000
Minimum production [Nm3/h] 0 0
Ramp-up/down rate [%/W gw/t] 10 10
Production cost [e/Nm3] 0.22 0.66

6.4.2 Case set-up

Four different cases are presented to illustrate the value of incorporating gas
production ramp rates, zonal loads and a detailed P2G representation in the
integrated electricity and gas model. A first case is the reference case, in which
all novel model aspects are incorporated. In each of the other three cases, one
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of the novel model aspects will be neglected and the results will be compared
to the reference case.

In the reference case, all novel model aspects are considered. The parameters
as given in Tables 6.6-6.16 are used. For the residential gas loads (presented in
Table 6.9), zonal loads are considered, meaning that residential loads in node 2
and 4 are taken together as one zonal load which can be served through nodes
2, 3 and 4, assuming that in these nodes, the high pressure gas grid is coupled
with the low pressure gas distribution grid to serve the residential demand.

In the single unit P2G case, the P2G unit consisting of electrolyzer and
methanizer is regarded as one, integrated, unit by removing the hydrogen
buffer.

In the no ramp rates case, no ramp rates for the gas production facilities are
accounted for. Allowing these production facilities to vary their production
levels each hour between minimum and maximum.

In the no zonal load case, the residential gas loads are assigned to a specific
node rather than to a ’load zone’, effectively assuming that gas distribution
networks can only be coupled to the gas transmission network in one node. The
load division as presented in Table 6.9 is used in this case.

6.4.3 Results and discussion

The effect of including a detailed P2G model, ramp rates for gas production
facilities and load zones is illustrated by discussing the total operation cost, the
pressure in the gas network, the methane production from P2G plants and the
gas production from gas facilities. Note that the presented results serve as an
illustration of possible effects of including a detailed P2G model, ramp rates
and load zones. However, this does not mean that each effect illustrated here
will always be observed in any system, since the possible effect becomes only
clear when a constraint is limiting, which depends on the specific case.

P2G operational detail

First the effect of including a detailed P2G model is investigated by looking
at the methane production from P2G units shown in Table 6.17. It is clear
that modeling a P2G unit as a single, integrated unit rather than as distinctive
electrolyzer, methanizer and hydrogen buffer can lead to an underestimation of
the P2G unit operation.
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Table 6.17: Methane production form P2G.

Case Production [MNm3] Relative difference
Reference 0.1163
Single-unit P2G 0 -100%
No ramp rates 0.1163 0%
No zonal loads 0.1163 0%

When the P2G unit is modeled as a single unit without intermediate hydrogen
buffer, the electrolyzer and methanizer are directly coupled. Hence, the dynamic
constraints of the methanizer unit also apply to the electrolyzer unit, since
the electrolyzer can only produce hydrogen at times that it can be consumed
instantaneous by the methanizer. The reduced methane production shown in
Table 6.17 can be understood since the integrated P2G unit might be operated
too slowly to take advantage of short periods of surplus iRES generation.

More surprisingly, relaxing the dynamic operational constraints of the
methanizer, thereby making the integrated unit effectively as dynamic as the
electrolyzer, could also yield a lower methane production (not shown in Table
6.17). This can be understood as the P2G operation not only depends on the
availability of surplus electrical power, but also on the possibility to inject the
produced methane in the gas network. Disregarding the intermediate hydrogen
buffer hence reduces the flexibility of the P2G unit and forces it to operate only
when there is a simultaneous availability of electrical power and possibility to
inject methane in the gas grid. This could lead to an underestimation of the
possible P2G operation compared to cases where a hydrogen buffer is considered.

Note that whether or not ramp rates for conventional gas production facilities
and zonal gas load are considered, does not have an effect on the synthetic
methane production in this illustrative case.

Gas production ramp rates

Next, the effect of including ramp rates for the gas production facilities is
discussed. Note that these ramp rates do not represent technical production
limits but are rather imposed by the gas TSO to avoid large pressure swings in
the gas network. Hence the hourly pressure variations, i.e., the difference in
nodal pressure between two consecutive hours, are shown in Table 6.18. For
each of the four cases, the mean and median pressure variation is given, together
with the relative difference with the pressure variations in the reference case.
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Table 6.18: Hourly pressure variations

Hourly pressure difference [bar]
Case Average Rel. diff. Median Rel. diff.
Reference 1.886 1.840
Single-unit P2G 1.821 -3.5% 1.860 +1.1%
No ramp rates 2.446 +29.7% 2.680 +45.7%
No zonal loads 1.858 -1.5% 1.975 +7.4%

The increase pressure variability is also illustrated in Figure 6.8 which shows
that imposing ramp rates on the gas production facilities leads to smoother
variations in the pressure profile.
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Figure 6.8: Pressure profile in node 2 for the reference case and for the case
without ramp rates imposed.

Not including ramp rates for gas production facilities provides additional
operational freedom that could lead to a more optimal operation of the gas
network. However, it could also result in increased pressure variations, as shown
in Table 6.18, which could be undesirable for the gas network operator and
would hence not be realistic in gas network operations.

Gas load zones

Incorporating gas load zones can provide additional flexibility to the gas network.
By assuming that the gas distribution network is coupled to the transmission
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network in multiple nodes, the residential gas load is allowed to be served
through these multiple nodes in the transmission network. Not modeling these
gas load zones could lead to less optimal operational schedules as shown in
Tables 6.19 and 6.20.

Table 6.19 presents the total gas production of each gas production facility
in each case. For most cases, only gas production facility 1 (at lower cost) is
required to serve the different gas loads. When no gas load zones are considered
to serve the residential gas load, the pipeline between node 4 and 5 becomes
a bottleneck in the network and gas production facility 2 (at higher cost) is
required to serve part of the load in node 5.

Table 6.19: Natural gas production from different production facilities.

Natural gas production [MNm3]
Case gw1 gw2

Reference 10.263 0.0
Single-unit P2G 10.388 0.0
No ramp rates 10.255 0.0
No zonal loads 10.219 0.160

The necessary use of the more expensive gas production facility is also reflected
by the higher total operational cost shown in Table 6.20. All cases are optimized
with a optimality gap of 0.1%, since the cost difference between all cases are
larger than this optimality gap, they result from the difference in modeling
constraints which are considered.

Table 6.20: Total operational system cost, resulting from optimization with a
0.1% optimality gap.

Case Cost [Me] Rel. Diff.
Reference 2.899
Single-unit P2G 2.922 +0.78%
No ramp rates 2.896 -0.12%
No zonal loads 3.000 +3.47%

Table 6.20 shows that excluding the ramp rates of gas production facilities
provides more freedom for optimization and could lower the total cost, while
modeling the P2G unit as a single integrated unit removes optimization freedom
resulting in an increased total cost.
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6.5 Summary and conclusions

This chapter started with a discussion on the increasing need for flexibility in
the electric power system which could be transfered to the natural gas system
due to the interconnection of both systems via gas-fired power plants (GFPPs)
and P2G units. The concept of line pack and line pack flexibility was introduced
next, together with an explanation of how the line pack flexibility can serve as
a short-term gas storage inherent to the gas transmission network. Further in
the introduction, it is explained that line pack and line pack flexibility can only
be adequately modeled if both pressures and flows are explicitly calculated in
the gas network. Hence it is key for operational models to incorporate this.

An overview and high-level categorization of existing multi-carrier energy system
(MES) models is provided and the integrated electric power and gas model
introduced in Section 6.2 is situated in this categorization. Next, three novel
model elements are introduced together with a description of the model:

1. P2G units are modeled with a higher level of technical detail than currently
found in the literature;

2. the representation of gas production facilities found in the current
literature is extended with ramp rates to model a more realistic gas
production profile;

3. the nodal mass balance constraint found in the current literature is
extended to include a zonal mass balance constraint which allows to
consider possible flexibility provided by the gas distribution network,
without explicitly modeling this gas distribution network.

The relevance of each of these novel model elements has been illustrated with
different case studies. These case studies show that a less-detailed representation
of P2G units could lead to an underestimation of the P2G unit operation. Since
the detailed P2G model considers the electrolyzer, methanizer and intermediate
hydrogen buffer as three distinctive units, the hydrogen buffer can effectively
decouple the electrolyzer and methanizer operation for a short period of time.
Not considering this decoupling requires a simultaneous surplus of electrical
power (for the electrolyzer to consume) and availability of transport capacity in
the gas network (for the methanizer to be able to inject the produced methane).
Hence, modeling the P2G unit as a single integrated unit requires favorable
conditions for synthetic methane production in the electric power and gas system
simultaneously. This could lead to an underestimation of P2G unit operation if
a single unit model is used compared to a detailed model. The case studies show
furthermore that this lower synthetic methane production is independent of
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whether the integrated P2G unit is modeled with or without dynamic operating
constraints such as ramp rates, minimum operating level and minimum up- and
down-times.

A case study evaluating the impact of imposed ramp rates on gas production
facilities shows that these ramp rates lead to more realistic gas production
profiles. Although these ramp rates do not follow from any technical constraints,
they are imposed by gas transmission system operators (TSOs) to avoid large
pressure swings in the pipeline which could endanger a safe operation of the
gas network. Case studies show indeed that neglecting such ramp rates could
result in an increased intra-hourly pressure variation in the gas network, up to
almost 30% on average.

A case study evaluating the impact of incorporating zonal gas loads shows
that including such zonal loads, and thereby assuming a gas distribution
network which could provide some flexibility to the gas system, could result in
a more optimal operation of the entire gas system. When no zonal loads are
considered and hence the possible flexibility from the gas distribution system
is not accounted for, the gas transmission network is more constrained which
could lead to a less optimally operated gas network. In this case study, this
results in an increase of the operating cost by almost 3.5%.

Besides case studies illustrating the value of novel model elements, also a
verification of the flow-pressure relation is given. This relation is used to
calculate the pressure drop corresponding to given a gas flow in a certain
pipeline and results from a simplification of the gas flow governing equations.
These governing equations, comprising the conservation of mass, momentum and
energy, are strongly simplified to reduce their computational complexity. In this
simplification, isothermal gas flow is assumed and a coarse temporal and spacial
discretization is used. Although this relation and its implementation is found in
the literature [91], an empirical verification of such model was not yet available
and has therefore been presented in this chapter. In the verification, the pressure
drop resulting from a gas flow through a pipeline is calculated with two different
models. The first model being the integrated operational scheduling model and
a second model which considers all governing equations without simplifications.
The second model also uses a much finer discretization, allowing to account for
all transient effects in the gas flow. The pressure drops calculated with both
models show that the integrated (simplified) model can calculate pressure drops
with a maximum relative error of 2.29% and an average relative error of 1.14%
compared to the detailed model. Hence the integrated model is found suitable
for realistic modeling of gas flows in a scheduling problem.



Chapter 7

Operational impact of P2G
on the energy system

This chapter contains elements from:
Belderbos, A., Bruninx K., Valkaert, T., Delarue, E. and D’haeseleer, W.
Facilitating renewables and power-to-gas via integrated electric power-gas
system scheduling, TME working paper.

In this chapter, the operational impact of power-to-gas (P2G) on an
interconnected electric power system and natural gas system is analyzed. The
model presented in Chapter 6 will be used in combination with a simplified
representation of the Belgian energy system which serves as example.

Since P2G will produce synthetic methane when surplus iRES generation is
available, a possible volatile injection profile in the gas grid can occur for which
gas network flexibility should be available in order to assure reliable operation
of the network. Investigating the impact of P2G on the available gas flexibility
is the subject of this chapter.

This chapter starts with a general introduction in Section 7.1, followed by an
outline of the employed methodology in Section 7.2. The input parameters and
an overview of the different case studies is provided in Sections 7.3 and 7.4.
Results of the different case studies are presented and discussed next in Section
7.5. The chapter concludes with a summary and conclusions in Section 7.6.
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7.1 Introduction

The increasing share of iRES capacity in the electric power system could transfer
flexibility requirements from the electric power system to the natural gas system
via an increasingly volatile gas off-take by gas-fired power plants and a volatile
injection of synthetic methane by P2G units. To study the impact of such
possible flexibility transfer on the natural gas network, different case studies
are presented in this chapter, investigating the economic optimal operation
of an integrated electrical power network and natural gas grid in different
circumstances.

The objective of this chapter is two-fold. First, it is to evaluate to what extent
the natural gas network can cope with the additional, possibly volatile, injection
from P2G units. If the available gas network flexibility would not be sufficient
to accommodate such additional injection of synthetic methane, it could limit
the conversion and storage of surplus iRES generation via P2G or would require
additional infrastructure investments at additional cost.

Second, it must be investigated to what extent the integration of P2G impacts
the flexibility available for conventional gas production facilities. Even if the gas
network has abundant inherent flexibility to accommodate the volatile injection
of synthetic methane, such additional injection will reduce the flexibility available
to conventional gas production facilities. This could result in additional costs
for conventional production facilities to align their production profile with the
gas load profile and should, if necessary, be considered in modeling the gas
system.

A comparable study is presented by Clegg and Mancarella in which the
operational impact of P2G on the Great Britain electrical power and natural gas
networks is investigated [86]. For a British energy system which contains wind
generation capacity amounting to 40% of the overall generation portfolio (on
an installed power capacity basis), the authors conclude that energy transport
capacities of the Great Britain gas network far exceeds the energy generation
capacity of the installed wind turbines. Hence no issues would arise from
converting surplus wind generation to gas via P2G and injecting it in the gas
network. The same authors investigated the injection of electrically produced
hydrogen in the gas grid in a later paper where they find that such hydrogen
injection leads to larger pressure swings in the gas network [85]. They hereby
explain that, due to the lower energy density of hydrogen, gas flow rates should
increase to serve a given energy-flux demand. These higher flow rates lead to
higher pressure drops in the gas network. Although an increase in flow rate and
pressure drop in the gas network reduces the available flexibility, the authors
point out that the networks still operates safely within imposed pressure bounds,
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even for high shares of installed iRES capacity resulting in high injection rates
of hydrogen.

Vandewalle et al. have presented a study on the impact of large-scale P2G on
the electric power, gas and CO2 sectors, using the Belgian energy system as
an example [60]. The study concludes that P2G can significantly increase
the demand for flexibility in the gas network. The consequence of this
increased flexibility demand on the gas network operation has, however, not
been investigated as the study did not explicitly model the network itself.

The current study reaches similar findings for the Belgian energy system as
Clegg and Mancarella for the British system [86]. It is observed that for gas
networks resembling the Belgian gas network, the integration of P2G capacity
is not limited by a lack of flexibility in the natural gas network. Although the
integration of P2G could lead to an increased flexibility demand in the gas
network, no effect on the operation of conventional gas producers has been
found.

7.2 Methodology

The integrated electric power and natural gas model presented in Chapter 6 is
used to investigate the operational impact of P2G. A simplified model of the
Belgian electrical power grid and natural gas network is implemented based
on information provided by the Belgian electrical power transmission system
operator (TSO) [112] and the gas TSO [93]. The CO2 system is not explicitly
modeled in this system, hence implicitly assuming that adequate infrastructure
is in place to transport and temporarily store captured CO2 from gas-fired
power plants to be used in the P2G process. If insufficient CO2-infrastructure
would be available, this could limit the synthetic methane production which
would in turn limit the possibly injection from P2G in the gas network, thereby
reducing the demand for flexibility from the gas network.

The electrical power demand and natural gas demand together with the iRES
generation profiles from 2015 are used. Installed iRES, conventional generation,
battery and P2G capacities are obtained from the energy system investment
study presented in Chapter 4. Two investment cases will be used as input, one
with an imposed RES target of 80% and one with a target of 99%. The selected
investment cases use the reference construction costs listed in Chapter 4, a
CO2 price of 50 e/ton, allow for CO2-sequestration and iRES curtailment and
assume that all storage technologies (pumped hydro storage (PHS), batteries
and P2G) are available.
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A description of all the input parameters is provided in the following Section.
An overview of the different operational case studies covered in this Chapter is
given in Section 7.4.

7.3 Input parameters

An overview of both the high-voltage electrical power grid and high-pressure
gas network in Belgium is presented in Figure 7.1. Each of the systems will be
discussed in more detail throughout this section.

Figure 7.1: The high-voltage Belgian electrical power grid (black) and high-
pressure gas network (gray). Note that the indicated connections do not
represent the actual physical line paths.
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7.3.1 Natural gas system

Network topology

The gas network used in this chapter is inspired on the Belgian high-pressure
gas transmission network. The geographic topology is presented in Figure 7.2.

Figure 7.2: Simplification of the Belgian gas transmission network. Note that
the indicated connections do not represent the actual physical pipeline paths.

No difference is made between the current Belgian high-calorific and low-
calorific gas networks; both are modeled as high-calorific (since a conversion
to high-calorific is to take place over the coming years). The actual
Belgian gas transmission network is obtained from Fluxys, the Belgian high-
pressure transmission system operator [93], and simplified to assure reasonable
computation times: multiple parallel pipelines between two nodes are aggregated
into one pipeline, pipelines which have a varying pipeline section along the
length of the pipeline are simplified to a pipeline with one average section along
its entire length and compressor stations which can compress gas in both flow
directions are simplified with single-direction compressors in the direction which
is most often used.
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Pipelines

The pipeline constants Kq
pl and Km

pl , used in the pressure-flow relation (Eq.
(6.37)) and pressure-line-pack relation (Eq. (6.34)), respectively, are shown in
Table 7.1. The constants Kq

pl and Km
pl are calculated expressing the flow in

million Nm3/h and the pressure in bar.

Table 7.1: Pipeline specifications inspired by the Belgian gas network.

From To Kq
pl Km

pl

node node [(MNm3/(bar·h))2] [MNm3/bar]
1 2 1.44·10−1 1.68·10−1
2 6 8.27·10−2 3.49·10−2
2 4 8.27·10−2 3.49·10−2
9 8 3.12·10−3 1.06·10−3
8 10 2.60·10−4 1.27·10−2
10 11 9.36·10−4 3.53·10−3
11 15 3.47·10−4 9.52·10−3
17 16 1.15·10−1 6.35·10−3
15 12 1.49·10−2 4.92·10−2
11 12 4.07·10−4 8.11·10−3
12 13 1.40·10−2 5.24·10−2
13 27 6.49·10−3 1.13·10−1
18 19 3.05·10−2 3.80·10−3
20 23 2.84·10−3 4.08·10−2
20 22 9.65·10−5 3.42·10−2
23 22 6.41·10−5 5.15·10−2
23 27 8.41·10−4 7.22·10−2
26 25 5.12·10−2 1.43·10−2
27 26 1.01·10−1 3.09·10−2
27 28 6.01·10−3 2.15·10−2
27 3 7.67·10−2 1.42·10−2
2 3 7.39·10−3 1.47·10−1
5 6 1.32·10−1 4.50·10−3
7 4 1.20·10−1 1.98·10−2
4 24 3.00·10−3 4.31·10−2
24 13 2.09·10−2 7.44·10−2
14 19 7.94·10−3 1.96·10−1

The gas and environmental characteristics used to calculate the pipeline
constants Kq

pl and Km
pl are equal for all pipelines and are given in Table 7.2.
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Table 7.2: Gas and environment characteristics used to calculate the pipeline
constants Kq

pl and Km
pl .

Parameter Unit Value
Gas temperature T [K] 285.15
Gas density at standard conditions ρ0 [kg/m3] 0.7156
Gas compressibility factor at standard conditions Z [−] 0.8
Pressure at standard conditions p0 [bar] 1.013
Temperature at standard conditions T0 [K] 288.15

Compressors

Four compressor stations have been incorporated in the network as shown
in Figure 7.2. All compressors have been modeled equal, with a maximum
compression ratio of 1.5 [93].

Gas production facilities

Since Belgium has no domestic conventional natural gas production, all
production facilities are import ’injection’ facilities placed at the Belgian border
(although they will still be called ’production facilities’ in the remainder of this
work). The location and technical characteristics are shown in Table 7.3. The
maximum production rate is based on the maximum occurring import flow at
each node in 2015, which is obtained from the ENTSOG Transparency platform
[113]. The maximum production rate is rounded up to assure feasibility. The
exact production (i.e., ’injection’) profile is not taken as in 2015, but is left to
be optimized in the different cases.

The ramp rates imposed on the different production facilities are chosen based
on information received from Fluxys [93].

Gas storage

Two gas storage facilities are considered: a large underground storage facility in
Loenhout (node 10) and a smaller facility in Zeebrugge (node 1).

Since the modeling optimization horizon is small compared to the size of the gas
storage facilities, the storage facilities can hold more gas than could be used to
serve the load within one optimization horizon. As a result, the model sees no
value for the gas that remains in storage at the end of the optimization horizon
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Table 7.3: Gas production facility characteristics. With W gw the maximum
production rate. Note that although node 22 and 25 make a connection to
neighboring countries, no gas is imported via these connections and they are
hence omitted from the Table.

Parameter Unit Facility
Node [−] 1 5 9 17 18 21
Minimum production [MNm3/h] 5 1 0.5 2.2 1.5 1
Maximum production [MNm3/h] 0 0 0 0 0 0
Ramp up/down rate [%W gw/h] 10 10 10 10 10 10

Table 7.4: Gas storage facility characteristics in the 80% RES case [93, 110].

Loenhout Zeebrugge
Node [−] 10 1
Gas storage cost [e/MNm3] 6800a 6800a

Maximum storage capacity [MNm3] 785 228
Maximum injection/withdrawal rate [MNm3/h] 0.625 1.70
Maximum ramp up/down rate [MNm3/h] 0.188 0.51

a For simplicity, both storage units have been given an equal storage cost. In reality, however,
the storage in Zeebrugge will be more costly since it stores gas as a liquid compared to the
storage in Loenhout where gas is stored in compressed form.

and hence would never be incentivized to store additional gas for a moment in
time after the optimization horizon. To avoid such situations, which could lead
to suboptimal results due to modeling limitations, the model works with an
initial and final storage level in each gas storage facility. The storage levels in
all intermediate hours are determined during the optimization.

The imposed storage level in the Loenhout storage facility are obtained from
the ENTSOG Transparency platform [113]. The storage levels for the storage in
Zeebrugge are taken from the 80% RES case from Chapter 4. In the 99% RES
case, more methane storage is required, hence the storage size in Zeebrugge is
increased, as will be discussed in Section 7.4.

Gas load profiles

Three types of gas loads are considered, two of which are exogenous to the
model: residential and industrial. The third gas load, originating from GFPPs
is endogenous to the model. Next to the different gas loads, gas transit flows
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through the Belgian pipelines towards neighboring countries are considered.
Each of the loads per node and the residential load zones are indicated on
Figure 7.3.

Figure 7.3: Nodal loads (from industry, GFPP and transit) and residential load
zones which are used to distribute the residential gas load.

The hourly residential load is taken from the ENTSOG Transparency platform
[113] and divided over load zones according to information received from Fluxys
[93]. Residential load data from 2015 are used.

For the industrial load also 2015 data are used. Hourly values are obtained
form the ENTSOG Transparency platform [113] and distributed over nodes
according to information received from Fluxys [93].

The transit load at interconnection points to neighboring countries are also
obtained from the ENTSOG Transparency platform [113] (2015 data). Note
that in some interconnection points, physical flows both to and from Belgium
occur. Only the flows from Belgium to neighboring countries are imposed as
certain transit loads. Flows towards Belgium are modeled as a production
facility, for these production facilities, the hourly gas production is optimized
by the model within imposed bounds as explained before.
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The hourly gas-fired power plant load is determined endogenously by the
model in order to serve the residual electrical power load.

7.3.2 Conversion units

Gas-fired power plants

The gas-fired power plants are placed on nodes with currently existing GFPPs.
In addition to these existing plants, two major GFPPs are placed in Doel
(connected to gas-node 8) and Tihange (connected to gas-node 23) since there is
a major connection to the electric power system (to connect the current nuclear
power plants, which are assumed to be phased-out in this study) and these
locations are close to existing natural gas pipelines.

An overview of the different GFPPs and their characteristics is given in Table
7.5 [114]. All gas-fired power plants are assumed to be combined cycle gas
turbines, except for the last plant which is an existing open cycle gas turbine.
The ramp rates (both up and down) and start-up and shut-down rates are
for all units 100% of Pmax/h, assuming very flexible units. The minimum
operating point is equal to 28% of the maximum generation capacity. To close
the carbon loop through P2G, it is is assumed that all units are equipped with
a carbon capture unit (see Chaper 4, Section 4.2). These capture units lead to
an efficiency loss of 15% of the GFPPs rated efficiency, which amounts to an
average efficiency loss of 8.4%pt for each unit. A variable cost of 12.8 e/MWhe
is considered and equal for all GFPPs.
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Table 7.5: Gas-fired power plant characteristics [114]. E-node and G-node
indicate the node to which the GFPP is connected in respectively the electrical
power grid and gas network, Pmax = maximum generation capacity, MUT =
minimum up-time, MDT = minimum down-time.

E-Node G-Node Pmax Efficiencya Start-up cost MUT/MDT
[MWe] [%] [EUR/start] [h]

29 19 188 46.84 4926 3
42 6 663 46.92 17371 3
24 23 451 47.01 11816 3
10 13 513 47.09 13441 3
11 2 465 47.18 12183 3
1 23 350 47.26 9170 3

36 9 384 47.35 10061 3
35 27 405 47.43 10611 3
17 11 422 47.52 11056 3
9 8 500 49.30 13100 3
9 8 500 49.30 13100 3
9 8 500 49.30 13100 3
9 8 500 49.30 13100 3
9 8 500 49.30 13100 3
9 8 500 49.30 13100 3

37 23 500 49.22 13100 3
37 23 500 49.22 13100 3
38 23 500 49.13 13100 3
38 23 500 49.13 13100 3
39 23 500 49.05 13100 3
39 23 500 49.05 13100 3
40 19 86 34.00 2253 1

a Including efficiency loss due to capture unit.

Power-to-gas units

Two equally sized P2G units are considered in the different cases which each
have an electrolyzer capacity of 1750 MWe and methanizer capacity of 500
MWCH4 connected via an intermediate hydrogen storage unit with a maximum
storage capacity of 15.75 GWhH2 . Both P2G units are modeled equal with
characteristics given in Table 7.6. These characteristics are based on the
literature review presented in Chapter 2.

The P2G units are placed in nodes 11 and 12 in the electrical power network near
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Table 7.6: Power-to-gas characteristics of an individual P2G plant in the 80%
RES case.

Electrolyzer Methanizer
Pmax 1750 MWe 500 MWCH4

Pmin 0 %Pmax 40 %Pmax [31]
Efficiency 75 % 70 % [26, 28, 29]
Marginal Cost 2 e/MWhe 5 e/MWhCH4

Ramp up/down rate 100 %Pmax/h 10 %Pmax/h [25, 32]
Start-up/shut-down rate 100 %Pmax/h 40 %Pmax/h [25, 32]
Min up/down time 0 h 6 h [28]

Eeklo Noord, where an electrical connection is made with the offshore wind farms
and near Gramme, which connects only a small amount of intermittent renewable
energy sources (iRES) but has a strong existing electrical interconnection due to
the vicinity of the nuclear generators in Tihange, which are replaced by GFPPs
in the model. In the gas network, the P2G are connected in nodes 2 and 23.

7.3.3 Electric power system

Network topology

The Belgian high voltage electrical power network obtained from the Belgian
transmission system operator [112] is used for the different case studies. The
geographic topology is presented in Figure 7.4. Both the 380 kV and 220 kV
electrical power lines are considered.
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Figure 7.4: The high-voltage Belgian electrical power grid. Note that the
indicated connections do not represent the actual physical line paths.

Electrical power lines

The total reactance and power carrying capacity of each line is obtained from
the Belgian TSO [112]. A DC load flow approximation of the electric power
system is used. An overview of the line characteristics is given in Table 7.7.
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Table 7.7: Characteristics of the different electrical power lines. Reactance
denotes the total reactance, PCC denotes the power carrying capacity of each
line.

From To Reactance PCC From To Reactance PCC
node node [p.u.] [MWe] node node [p.u.] [MWe]

1 12 0.121 1184.7 12 37 0.010 1184.4
2 5 0.313 1295.1 12 38 0.009 1295.1
3 31 0.075 1295.1 12 39 0.011 1295.1
3 31 0.075 1295.1 13 40 0.034 1295.1
3 14 0.130 1184.4 13 41 0.139 1184.4
3 14 0.130 1295.1 14 42 0.046 1295.1
4 6 0.051 1184.4 15 16 0.046 1296.9
4 6 0.053 1295.1 15 18 0.069 1295.1
4 8 0.155 1295.1 15 18 0.069 1295.1
4 32 0.046 1184.4 16 17 0.107 1295.1
5 33 0.007 1184.4 16 18 0.115 1295.1
5 33 0.007 1184.4 17 41 0.189 1295.1
5 12 0.145 1184.4 18 42 0.112 1184.4
5 12 0.145 1373.4 19 43 0.025 1295.1
6 18 0.051 1295.1 2 22 0.044 364.5
6 18 0.050 1184.4 2 25 0.062 305.1
6 34 0.071 1295.1 2 44 0.084 305.1
6 34 0.069 1373.4 2 45 0.142 364.5
7 8 0.145 1295.1 20 26 0.026 374.4
7 12 0.106 1295.1 20 28 0.031 334.8
8 35 0.006 1295.1 21 24 0.033 610.2
8 35 0.006 1184.4 21 40 0.010 480.6
8 32 0.110 1184.4 5 23 0.081 426.6
8 19 0.041 1184.4 22 45 0.097 364.5
9 18 0.075 1184.4 23 45 0.075 426.6
9 18 0.068 1295.1 24 28 0.089 374.4
9 18 0.075 1184.4 24 29 0.022 270.0
9 36 0.024 1184.4 25 44 0.022 305.1
9 14 0.226 1184.4 26 28 0.053 334.8
10 32 0.034 1295.1 27 28 0.113 364.5
11 14 0.039 1295.1 27 30 0.080 364.5
12 13 0.140 1184.4 28 46 0.046 355.5
12 28 0.048 1184.4 29 46 0.058 355.5
12 19 0.185 1184.4 30 45 0.021 364.5
12 37 0.010 1184.4
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Electrical load profile

The Belgian electrical load from 2015 as seen by Elia on the high-voltage grid
is used as load in this Chapter [64]. During 2015, the minimum and maximum
electrical load was 5776.75 MWe and 13670.25 MWe, respectively, with an
average of 9934.82 MWe. The total yearly electrical energy load was 87 TWhe.
The electrical load is assigned to the different nodes in the electric power system
according to the rated capacity of the transformer feeding each node; a similar
methodology was adopted in [115].

Table 7.8: Electrical load division among different nodes.

Node Share [%] Node Share [%] Node Share [%]
2 3.70 17 5.21 34 5.39
3 5.39 18 5.39 35 8.04
4 4.82 20 2.87 36 5.65
5 2.68 22 0.48 37 2.97
1 2.73 16 2.41 31 5.09
7 2.36 23 0.32 40 4.82
10 2.68 24 2.47 42 2.41
11 2.41 27 0.46 43 3.38
12 2.41 28 5.68 45 0.94
15 4.82 29 0.68 46 1.34

iRES generation profile

The Belgian iRES generation profiles from 2015 are used in this Chapter [64].
Separate profiles for wind onshore, wind offshore and solar PV are used and
scaled according to the installed capacities obtained from the 80% RES case
from Chapter 4. An overview of the installed capacities and capacity factor of
each iRES technology in 2015 is given in Table 7.9.

Table 7.9: iRES capacity and generation characteristics in the 80% RES case.

Onshore wind Offshore wind Solar PV
Capacity [GWe] 5.02 5.25 54.6
Capacity factor 23.5% 41.2 % 11.9%

The offshore wind capacity is all placed near the Belgian shore, connected to the
electrical power network in node 11 (Eeklo Noord). The onshore wind and solar
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photovoltaic (PV) capacity is distributed over the different nodes according to
the distribution made in [115].

Electrical energy storage

Pumped hydro storage (PHS) and battery storage are used as electrical energy
storage technologies. The existing PHS unit in Coo is modeled together with
Sodium-sulfur (NaS) batteries since they are suitable for grid-scale battery
storage [66]. The installed power and energy capacities of both technologies are
shown in Table 7.10.

Table 7.10: Electrical energy storage characteristics in the 80% RES case.

Parameter Unit Nas Battery PHS
Maximum charging power [GWe] 11.41 1.14
Maximum discharging power [GWe] 11.41 1.14
Energy storage capacity [GWhe] 82.15 8.22
Single-trip efficiency [%] 90 85

The PHS storage is placed at its actual location in Coo (node 33). The battery
capacity is distributed over different nodes in the electrical power network
according to the share of installed solar PV capacity at each node.

7.3.4 Assumptions

Linearizations

To compute the pressure-flow relation at each time step and in each pipeline of
the gas network, a quadratic pressure and gas flow is calculated. This is done
by a linearization of the quadratic functions as shown in Section 6.2.2. For the
quadratic pressure, two intervals are used, between 45 and 65 bar and between
65 and 85 bar. The linearization is illustrated in Figure 7.5.

The maximum linearization error occurs in the middle of the linearization
interval. For the pressure linearization, the largest relative error is at 55 bar,
where the linearization differs 3.31% from the actual quadratic pressure. Note
that this error is no measure for the average linearization error in the entire
network. Since there will be different pressures at different nodes and at different
time steps, the average error will always be lower.
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Figure 7.5: Piecewise linearization of the quadratic pressure using two
linearization intervals between 45 and 65 bar and between 65 and 85 bar.

The quadratic flow is linearized using 15 intervals between -7 and 7 MNm3/h
as shown in Figure 7.6.

7.0 4.5 3.0 2.0 1.0 1.0 2.0 3.0 4.5 7.0
MNm^3/h

50

0

50

(M
Nm

^3
/h

)^
2

Figure 7.6: Piecewise linearization of the quadratic flow using 15 linearization
intervals between -7 and 7 MNm3/h.

Expressing a relative linearization error for the flow is more difficult since flow
rates could be very low or zero. For flow rates reaching zero, even very small
linearization errors could become very large relative errors. The largest absolute
error occurs at -5.75 and 5.75 MNm3/h, where the linearization differs 4.7%
from the real quadratic flow rate. Although this difference is significant, it
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should be noted that this is the maximum linearization error while the average
error is expected to be much less, since smaller flows are more common and
more linearization intervals are used in this region.

Optimality gap

An optimality gap of 1% is used as stopping tolerance during the different mixed
integer program (MIP) optimizations. The optimality gap is defined as the
relative difference between the best solution found so far and the best possible
solution, which is calculated by relaxing the integer problem. The optimality
gap triggers the solver to stop the solution process and return the best solution
found so far.

7.4 Case studies

Several case studies are presented to analyze the impact of P2G on the gas
network and the operation of conventional gas production facilities. Two sets
of installed generation and storage capacities are analyzed, corresponding to
the optimally installed capacities for an imposed RES target of 80% and 99%.
Four days of energy system operation are optimized. For each of these days,
the ramp rates of conventional production facilities and the imposed bounds
on nodal pressures are varied in each case study. An overview of the different
cases is provided in Table 7.11.

Table 7.11: Overview of parameter variations in different cases. With W gw the
maximum production rate.

Parameter Unit Values
Day of year 100, 160, 200, 250
Environmental constraint [%RES] 80, 99
Maximum ramp rate [%W gw/h] 0%, 5%, 10%, 15%, 20%, 25%
Pressure bounds [bar] 45-75, 50-70, 55-65

Days 100, 200 and 250 are respectively Friday 10th of April, Sunday 19th of
July and Monday 7th of September 2015, providing a mix of week and weekend
days to serve as example. Day 160 is Tuesday 9th of June and is interesting to
investigate as it is the day with highest iRES generation. The days with the
largest electrical power demand and natural gas demand have been investigated
but are not reported in the results subsection since they fall in winter and have
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almost no surplus iRES generation and hence no synthetic methane is produced
during those days.

The case studies with an imposed RES target of 80% and 99% have the same
input parameters as given before in Section 7.3, except for the installed iRES,
P2G and battery capacities as shown in Table 7.12. The division of generation
and storage capacity between different nodes in the electric power and natural
gas system is as explained in Section 7.3 before.

Table 7.12: Overview of the installed generation and storage capacities for
scenarios with imposed RES targets of 80% and 99%.

Technology Unit 80% RES 99% RES
Onshore wind [GWe] 5.02 6.97
Offshore wind [GWe] 5.25 7.29
Solar PV [GWe] 54.57 75.73
Battery [GWe] 11.41 12.91
Electrolyzer [GWe] 3.5 17.3
Methanizer [GWCH4 ] 1.0 4.0
Methane storage [MNm3] 1013 1195
GFPP [GWe] 9.93 9.93

The ramp rates of conventional gas production facilities, which express their
flexibility, are varied between 0% and 25% of their maximum production rate
per hour. If ramp rates of conventional natural gas production facilities are
very low, the inherent flexibility from gas networks needs to be used to match
the imbalance between gas production and consumption. Hence less flexibility
will be left for P2G to inject and store synthetic methane, which could have a
negative effect on the P2G operation.

The imposed bounds on nodal pressure are tightened, reducing the allowed
pressure range in the gas network and consequently reducing the amount of
available line pack flexibility. Although technical pressure bounds are well
known to the gas network operator, he could chose to operate the gas network
within a more narrow pressure range to assure reliable operation of the gas
network under uncertainty. Examples of such uncertainty could be the limitedly
predictable natural gas load.
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7.5 Results and discussion

First an illustration of the gas network flexibility will be given by presenting
results from a single case. Afterwards, the impact of P2G on the gas network is
analyzed by discussing the total operational cost and pressure levels in the gas
network for different cases.

7.5.1 Illustration of gas network flexibility

Friday 10th of April 2015 (day 100) is used for this illustration in an energy
system with 80% imposed RES target when conventional gas production facilities
have a constant production (ramp rate 0%). The sum of production, both
conventional gas and synthetic methane, the sum of gas storage and the sum of
consumption per hour is shown in Figure 7.7. It is clear from Figure 7.7 that,
since conventional gas production is constant, the difference in gas production
and gas demand which is not covered by storage, should be taken care of by the
flexibility available in the network. In addition, the figure shows that the volume
of conventional gas production is much larger than the volume of synthetic
methane production. On this day, synthetic methane production is on average
at 30% of its own nominal capacity.

The total line pack present in the network at every hour is shown in Figure 7.8.
Comparing Figures 7.7 and 7.8 shows that the line pack varies to compensate
for mismatches between gas production and demand, illustrating the flexibility
available in the network.

7.5.2 Operational impact of P2G

Operational cost

A first result which is used to analyze the impact of P2G on the gas network is
the total operation cost for different days in the 80% RES case, shown in Table
7.13. The cost is calculated for different days and for different cases, which
differ in the imposed pressure bounds on gas nodes and in the magnitude of
the ramp rate allowed for conventional gas production facilities. It is expected
that when the allowed ramp rate is reduced, operational costs would increase.
After all, if conventional shippers can only slowly vary their production rate,
they need to rely on flexibility from the gas network to match production and
demand. Decreasing the allowed production ramp rates would thus increase
the flexibility required by conventional shippers and would hence reduce the
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Figure 7.7: The hourly consumption of gas, the production of conventional
natural gas and synthetic methane and the gas storage injection and withdrawal.
For a natural gas load, an electrical energy load and iRES generation as seen
on Friday 10th of April 2015, for an 80% imposed RES case without ramping
flexibility available to conventional gas production facilities.
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Figure 7.8: The total line pack present in the gas network at each hour. For
a natural gas load, an electrical energy load and iRES generation as seen on
Friday 10th of April 2015, for an 80% imposed RES case without ramping
flexibility available to conventional gas production facilities.

remaining flexibility to accommodate P2G. Limiting possible P2G injection
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would reduce the amount of produced synthetic methane, which should be
replaced by conventional natural gas, at a higher cost than synthetic methane.1
Hence lowering the allowed ramp rates could increase the total operational cost.

Table 7.13 shows, however, that for most cases the cost remains equal apart
from random variations within the optimality gap of 1%. Since these variations
in costs are smaller in magnitude than the 1% optimality gap, they have no
economic meaning. Hence, a reduction in allowed ramp rate does not lead to a
clear increase in operational cost. Only for day 250, an increase in operational
cost is observed in the cases with most stringent imposed ramp rates (0%). The
cost increase is, however, limited to 1.34% (or 0.34% above the optimality gap)
and does not follow from a restriction in the gas network as will be shown when
looking at the pressure levels in the network in the next section.

Note that Table 7.13 does not present a cost for the 0% ramp rate case with
imposed pressure bound between 50 bar and 70 bar since an optimal solution
(subjected to the 1% optimality gap) could not be found for this case within
the allowed optimization run-time of 24 hours.

The results presented in Table 7.13 indicate that there is no shortage for gas
flexibility which would trigger a reduction in synthetic methane injection at
an increased cost for the production of additional conventional natural gas.
This observation is confirmed by investigating the pressure occurring in the gas
network over the entire optimization horizon.

1The marginal cost of synthetic methane production is lower than the cost of conventional
natural gas since all investment costs are considered ’sunk costs’ in this operational
optimization.
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Table 7.13: Total operational cost for different allowed ramp rates (RR) of
conventional gas production facilities. Cases with an 80% RES target are shown
(Ref = reference case to which all other cases of the same day are compared).

Day 100 Day 160
Pressure limits Pressure limits

RR 45-75 50-70 55-65 RR 45-75 50-70 55-65
25% Ref % -0.32% -0.78% 25% Ref % -0.46% -0.49%
20% -0.08% -0.74% -0.79% 20% 0.10% -0.55% -0.79%
15% 0.16% -0.64% 0.11% 15% 0.16% -0.25% -0.79%
10% -0.63% -0.38% -0.77% 10% 0.16% 0.18% -0.79%
5% -0.06% 0.14% -0.78% 5% 0.17% -0.43% -0.79%
0% 0.25% 0.62% 0.56% 0% 0.57% 0.29% 0.08%

Day 200 Day 250
Pressure limits Pressure limits

RR 45-75 50-70 55-65 RR 45-75 50-70 55-65
25% Ref 0.18% -0.68% 25% Ref -0.02% 0.41%
20% 0.10% -0.02% -0.68% 20% 0.69% 0.18% 0.69%
15% 0.27% -0.24% -0.68% 15% 0.14% -0.16% 0.10%
10% -0.11% 0.31% 0.02% 10% 0.57% 0.07% -0.20%
5% 0.06% 0.00% -0.68% 5% 0.44% 0.36% -0.07%
0% 0.13% -0.13% -0.23% 0% 1.34% - 1.22%

Pressure levels

Table 7.14 shows minimum and maximum pressure levels occurring over the
optimization horizon for different cases. The pressure range (maximum -
minimum pressure) which is used during the gas network operation is compared
to the allowed pressure range in the network.

If the used pressure range during operation is smaller than the allowed pressure
range, this provides an indication that more gas network flexibility is available
than is useful during gas network operation. After all, if economic gains could be
made by relying more on the flexibility from the gas network (e.g., by depleting
the line pack during a certain period in order to replenish the line pack at a
later, more convenient, moment), a larger pressure range would be used.

Note that the opposite reasoning does not hold. Since no explicit cost is assigned
to the pressure levels occurring in the gas network, the model sees no cost for
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using more flexibility than is strictly required to operate the gas network in
an optimal way. I.e., even when the full allowed pressure range is used during
operation, it could be that an equivalent solution exists which uses a smaller
pressure range. Hence it is not possible to conclude that the used pressure
ranges (and their corresponding flexibility) indicated in Table 7.14 are required
to operate the gas network in a cost optimal way, but it is possible to conclude
that if the used pressure range is smaller than the allowed pressure ranges, more
flexibility is available than useful.2

Table 7.14: Allowed pressure range and used pressure range per case indicating
an abundance of flexibility in the gas network for most cases. Cases with an
80% RES target without ramp rates for conventional gas production facilities
are shown (RR = 0%).

Allowed Occuring pressure Pressure
Day pressure range Pmin Pmax range used

100
45-75 56.4 75.0 62%
50-70 58.4 70.0 58%
55-65 55.0 65.0 100%

160
45-75 64.6 75.0 35%
50-70 62.4 70.0 38%
55-65 57.4 65.0 76%

200
45-75 62.7 75.0 41%
50-70 63.3 70.0 34%
55-65 58.8 65.0 62%

250
45-75 62.7 75.0 41%
50-70 62.1 70.0 40%
55-65 55.0 65.0 100%

Only cases which do not allow ramping of the conventional gas production
facilities (ramp rate at 0%) are shown in Table 7.14 since they rely more on the
gas network flexibility compared to cases where ramping is allowed. Even in
those cases where gas network flexibility is most heavily used by the conventional
gas production facilities, Table 7.14 shows that more flexibility is available in
the network than required during optimal operation.

2Note that minimizing the pressure range by penalizing the absolute pressure levels could
distort the results if the cost exceeds the gains from synthetic methane production. Reducing
the penalty cost to an order of magnitude lower than possible gains from synthetic methane
would diminish its effect since the cost would fall within the 1% optimality gap.
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Both the total operational cost and the used pressure ranges shown before
indicate that more flexibility is available in the gas network than is necessary
during operation. Hence the gas network does not form a constraint for the
integration of P2G in an integrated electric power system and gas system
resembling the Belgian situation. The reason for this is first that the Belgian
gas network has more capacity than strictly required to serve the gas load;
second, the production of synthetic methane is small compared to the production
of conventional natural gas. For day 160, which has the largest iRES surplus
and on which day all P2G capacity operates at full load during the entire day,
the total synthetic methane production during this period only amounts to
2.9% of the total gas production.

99% RES case

Since a relatively small amount of P2G capacity is installed in the 80% RES
case, also the 99% RES case is investigated to study the impact of a larger P2G
integration on the gas network. The installed methanizer capacity in the 99%
RES case is fourfold the capacity of the 80% RES case. The total operational
cost for different days, under different imposed pressure bounds and different
allowed ramp rates for conventional gas production facilities, is shown in Table
7.15.

For the 99% RES case, the same observations can be made as for the 80% RES
case. Although the synthetic methane production now amounts to maximum
10.1% of the total gas production, it has again no impact on the cost to operate
the gas network. The results thereby indicate that even for very high-RES
scenarios with a large P2G penetration, abundant flexibility is available in
the gas network to accommodate both conventional gas production and more
volatile synthetic methane production. These findings are in line with the results
reported by Clegg and Mancarella for the British system [86].
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Table 7.15: Total operational cost for different allowed ramp rates (RR) of
conventional gas production facilities. For different days in the year and different
imposed pressure bounds as specified in Table 7.11, for cases with 99% imposed
RES share. (Ref = reference case to which all other cases of the same day are
compared.)

Day 100 Day 160
Pressure limits Pressure limits

RR 45-75 50-70 55-65 RR 45-75 50-70 55-65
25% Ref -0.30% -0.55% 25% Ref 0.41% -0.27%
20% 0.09% 0.35% -0.36% 20% 0.56% 0.38% -0.27%
15% -0.02% -0.54% -0.34% 15% 0.52% 0.61% -0.27%
10% 0.44% 0.45% -0.55% 10% 0.54% 0.61% -0.27%
5% 0.29% 0.45% -0.55% 5% 0.18% 0.48% -0.27%
0% 0.45% 0.31% -0.47% 0% 0.66% 0.61% 0.00%

Day 200 Day 250
Pressure limits Pressure limits

RR 45-75 50-70 55-65 RR 45-75 50-70 55-65
25% Ref 0.18% -0.44% 25% Ref -0.29% -0.15%
20% 0.50% 0.18% -0.39% 20% 0.06% -0.68% -0.88%
15% 0.51% -0.06% -0.44% 15% 0.03% 0.02% -0.13%
10% 0.01% 0.52% -0.42% 10% 0.05% -0.12% 0.11%
5% 0.46% 0.20% -0.39% 5% 0.08% -0.40% -0.63%
0% 0.51% 0.46% -0.40% 0% - 0.15% -0.36%

7.6 Summary and conclusions

The main objectives of this chapter were to evaluate (i) in how far the natural
gas network can cope with the methane injection from P2G units and (ii) to what
extent the integration of P2G impacts the flexibility available for conventional
gas production facilities. The integrated electric power and natural gas model
presented in Chapter 6 is used in combination with a representation of the
Belgian electric power system and natural gas system to answer these research
questions. The input parameters of each network, together with the technical
and economic parameters of each generation and storage unit were presented
next. The amount of installed electrical power generation, electrical energy
storage capacity and P2G capacity is taken from results presented in Chapter 4.
Two different sets of installed capacities are used, one resulting from an imposed
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RES target of 80% and one resulting from a 99% RES target.

Different case studies are presented in which the combined electricity and gas
system operation is optimized for four different days. For each of these days,
a sensitivity analysis is performed on two parameters. First, the inherent
flexibility of the gas network is varied by imposing different allowed pressure
ranges on the nodes in the gas network. The minimum and maximum nodal
pressures in the reference case are set at 45 bar and 75 bar. This range is
tightened in subsequent cases to 50-70 bar and 55-65 bar. Second, the flexibility
of conventional gas production facilities is varied by imposing different ramp
rates on them. The imposed ramp rates range from 0% to 25% of nominal
production capacity per hour.

Results of each case study indicated that for gas networks similar to the
Belgian gas network, abundant flexibility is inherently available to accommodate
conventional gas production in combination with the integration of P2G even
though it possibly causes volatile injections of synthetic methane.





Chapter 8

Summary, conclusions and
suggestions for further
research

This work has explored the role of power-to-gas for energy storage in future
energy systems with high shares of intermittent renewables. A first focus has
been on developing cost metrics to express the economic viability of storage
units. Second, the amount of power-to-gas (P2G) capacity in a cost optimal
energy system under different (environmental) constraints has been analyzed. In
addition, the relationship between the need for different storage technologies and
the shape of both the electrical power demand and the intermittent renewable
generation profile is investigated. Third, assuming a setting where P2G capacity
has been installed, its operational impact on an interconnected electric power
and gas system has been investigated.

This chapter summarizes the work presented in this dissertation, draws the
main conclusions and specifies the contributions. In addition, suggestions for
further research are provided. Detailed conclusions can be found at the end of
each chapter.

205
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8.1 Summary and conclusions

8.1.1 Overview of the power-to-gas production process

The production of synthetic methane via P2G occurs in two phases. First,
hydrogen is produced from water using electrical power in an electrolyzer,
after which this hydrogen is allowed to react with CO2 to form methane
via the so-called Sabatier reaction. Three different types of electrolyzers
have been discussed based on their technical and economic characteristics:
alkaline electrolyzers (AELs), polymer electrolyte membrane (PEM) and solid
oxide electrolysis cells (SOECs). It has been found that both alkaline and
PEM electrolyzers are capable of following the volatile production profile of
electrical power producing intermittent renewables. For SOECs it is currently
unclear whether they can handle dynamic operation due to their high operating
temperatures, which lead to high thermal inertia.

During the discussion of the methanation process, the difference between
catalytic and biochemical methanation has been highlighted. The catalytic
process is more controllable, but it is highly sensitive to impurities in the reactant
stream. Impurities form a lesser problem for biological methanation but the
methane production rate per reactor volume is significantly lower compared to
catalytic methanation reactors. Biological methanation is hence less suitable
for large-scale units and was not further considered in this work. Both the
electrolyzer and methanation characteristics presented in Chapter 2 have been
used as input parameters for studies presented in the following chapters.

8.1.2 Assessing the value of electricity storage for an investor
in a given electricity market

Conclusion 1: The economic viability of different storage technologies can be
analyzed by three newly developed levelized cost metrics applied to storage, as
compared to the LCOE for conventional electrical power generation. It has been
found that the energy reservoir size has a big impact when using the different
levelized cost metrics, since storage units which have only a small energy storage
reservoir could be only dispatchable to a limited extent.

Chapter 3 investigated simple economic tools inspired by the well-known levelized
cost of electricity (LCOE) to assess whether an investment in a certain storage
technology is worthwhile in a particular market. Given that for storage, the
input energy (charged electricity or ‘fuel’) and the generated energy (discharged
electricity) are both the same commodity, provides the opportunity to create
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improved and more transparent cost metrics rather than simply trying a one-
on-one translation of the LCOE to storage. These metrics are expressed as
the required average discharge price, the required average price spread and the
required average operational profit and differ in the share of variable costs that
is accounted for.

It has been shown that a limited energy storage capacity can limit the storage
operator to capture the full possible arbitrage profit of a certain price profile.
In fact, the influence of this limited energy capacity is hard to evaluate without
extensive calculation since it impedes estimating the total number of operating
hours, the average electricity price during charging and the average electricity
price during discharging. Therefore, it is recommended to use a levelized cost
metric in combination with an analysis of an entire representative price profile.
This methodology has been illustrated on real historical price profiles occurring
in Belgium during different years.

8.1.3 Identification of the circumstances which require elec-
tricity storage via P2G

Conclusion 2: Investments in P2G are triggered by a requirement for large
energy storage capacities which is typically related to long-term seasonal storage
of surplus iRES generation. Once P2G is installed, it can also be used for
short-term storage cycles and deliver auxiliary services to the electrical power
grid.

Chapter 4 presents an investment study analyzing the possible role of power-
to-gas (P2G) in a cost-optimal, high-RES energy system. First, a discussion
on the sustainability of synthetic fuels when used for energy storage has been
presented. It is postulated that if P2G is used to store surplus iRES generation
with the intention to reconvert this produced methane to electrical power using
gas-fired power plants (GFPPs), the CO2 used during methane synthesis should
be part of a closed carbon loop if the energy discharged from storage is still to
be regarded as environmentally sustainable. Closing the carbon loop could be
realized by capturing CO2 emissions from GFPPs or by capturing CO2 from the
atmosphere via so-called atmospheric carbon capture or via carbon extraction
from biomass.

Next, an energy system investment model is introduced which is used to
determine the cost optimal electrical power generation and storage portfolio,
including P2G, for an electric power system subject to different boundary
conditions. Via different case studies the imposed RES-target, the iRES mix
and CO2 emission cost have been varied, together with the availability of
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CO2 sequestration and the possibility for iRES curtailment. Other sensitivity
analyses include the effect of battery and P2G availability, a variation in cost
of each storage technology, the effect of electrical power generation and storage
capacity legacy and impact of including a hydrogen load from industry, where
pure hydrogen is used as chemical feedstock.

Results show that P2G as storage option becomes a cost efficient technology for
energy systems with a high iRES penetration, starting from 70% RES shares.
The optimally installed amount of P2G capacity increases for an increasing
imposed RES share. In addition, the amount of installed capacity depends only
to a limited extent on the specific composition of the iRES portfolio.

If a low or no RES target is imposed, the main incentive to install P2G disappears.
In such cases it is only economic to install P2G if no CO2-sequestration is allowed
in combination with very high CO2 emission costs (1000e/ton and above). A
high emission cost makes it uneconomic to use conventional GFPPs and emit
CO2. The lack of sequestration availability, however, prohibits capturing and
sequestering CO2 from GFPPs. In such situation, installing iRES capacity in
combination with storage is the most economic option and will hence also lead
to investments in P2G.

If an external hydrogen industry is accounted for (which is subjected to the
same imposed RES target as the electricity system), allowing the electrolyzer
to (partly) serve the hydrogen load with electrically produced hydrogen leads
to an increase in installed electrolyzer capacity. The effect on other installed
capacities (such as the methanizer) is minor in most cases.

These findings from Chapter 4 are confirmed and generalized in Chapter 5,
which explored the relation between the optimally installed storage capacity
and the time-varying shape of a demand and iRES profile. In Chapter 5, a
distinction is made between storage technologies for which installed charging
power, discharging power and energy storage can be optimized separately, like
power-to-gas-to-power, and storage technologies for which all capacity ratings
are physically coupled, like NaS batteries.

The study first looks at methodological, block-shaped, demand and iRES
generation profiles. The study investigates the relation between the optimally
installed storage capacity of each technology and the magnitude of surplus
generation (impacting charging capacity), the magnitude of the remaining
demand (impacting the discharging capacity) and the amount of energy required
to serve the residual demand (impacting the energy storage capacity). After
block profiles, a study was performed on sinusoidal-shaped demand and iRES
profiles and finally on real historical profiles. The study shows a clear link
between the shape of the demand and iRES profiles and the cost-efficiency of
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certain storage technologies. If the residual demand has more low-frequency
components, a preference for storage with low cost energy storage capacity
(e.g., via P2G) is observed. If the residual demand has more high-frequency
components, the cost optimal storage portfolio will favor storage technologies
with low cost charge and discharge capacity (e.g., NaS batteries).

8.1.4 The operational impact of P2G units on the electrical
power and gas networks

Conclusion 3: Model results indicate that the current Belgian gas network
contains ample amounts of inherent flexibility to accommodate P2G integration
in high RES settings, up to 99% imposed RES targets.

Chapter 6 presents a unit commitment model for the integrated electricity
and gas system which is used to study the impact of P2G on energy system
operation in Chapter 7. The chapter starts with an explanation of line-pack
and the flexibility it inherently provides to the gas network. This is followed by
an overview of existing models comprising both the electric power and natural
gas system and a discussion on the novel model aspects presented in this work,
which are as follows:

1. P2G units have been added with a higher level of technical detail than
currently found in the literature;

2. the representation of gas production facilities found in the literature is
extended with ramp rates;

3. next to the nodal mass balance constraints found in the literature,
zonal mass balances are introduced to give a better representation of
gas loads served through the gas distribution system at low pressure,
which is typically connected to more than one node in the high pressure
transmission network.

A description of the model is provided together with the implementation details.
A verification of the model is given, confirming its suitability to study the gas
network operation. Chapter 6 ends with different case studies to illustrate the
relevance of the novel model aspects.

Chapter 7 evaluates in how far the natural gas network can cope with the
methane injection from P2G units and to what extent the integration of P2G
impacts the flexibility available for conventional gas production facilities. A
simplified representation of the Belgian electric power and natural gas systems
has been used in combination with the model presented in Chapter 6.
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Optimization results show that if P2G is installed in a Belgian context, it is
expected that integration of this P2G capacity will not be hindered by the gas
network since an abundant amount of flexibility is available in the gas network
to accommodate, possibly volatile, injection of synthetic methane. In addition,
results indicate that conventional gas production facilities will experience no
negative effects on the flexibility available to them when P2G is deployed, even
in 99% RES scenarios with the largest amount of installed P2G capacity. The
reason for this is twofold. First, the Belgian gas network has more capacity
than strictly required to serve the gas load. Second, the production of synthetic
methane is small compared to the production of conventional natural gas. Even
for a day when all P2G capacity operates at full load during the entire day, the
total synthetic methane production during this day only amounts to 9.3% of
the total gas production.

8.2 Suggestions for further research

8.2.1 Levelized cost metrics for storage

The levelized cost metrics presented in Chapter 3 of this thesis have been
compared to representative price profiles to determine the economic viability
of possible storage technologies. When doing so, only arbitrage revenues were
considered when analyzing those price profiles without considering possible
revenue for providing additional services, e.g., ancillary services. This means
that the obtained results give a pessimistic outlook of possible profits as it is
expected that technically suitable storage units will participate in providing
ancillary services and hence increase their profit. Accounting for this extra
revenue is possible by adding the profit from such services to the available
average operational profit.

When the possible arbitrage revenues were analyzed for different price profiles,
the effect of the storage unit operation on the electricity price was not considered.
However, depending on the specific storage unit and the electric power system,
the storage unit could influence the electricity price, thereby reducing the
possible arbitrage profit. Since the current calculation of the available average
operational profit could indicate both too optimistic or too pessimistic results,
a further elaboration of the available average operational profit calculation is
advised to assess the economic viability of storage units in different electricity
markets.
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8.2.2 Analyzing the need for energy storage via synthetic fuels

The study presented in Chapter 4 focuses on the need for long-term storage via
P2G in future energy systems. However, many different synthetic fuels exists, as
outlined in Chapter 2, which could all potentially be used as storage technologies.
Although the existence of a well developed natural gas infrastructure and GFPPs
led this research to be focused on P2G, it would be interesting to analyze to
roles of other synthetic fuels in cost optimal generation and storage portfolios.

In addition to looking at other synthetic fuels, it would be interesting to
investigate the effect of different carbon sources like atmospheric carbon capture
and biomass. Recently reported costs for atmospheric carbon capture in the
literature suggest CO2 capture costs only slightly higher than the carbon capture
from gas fired power plants [69]. Especially for high-RES cases it could be
possible that the production of synthetic fuels is limited by the availability of
carbon feedstock. Decoupling the availability of carbon from the use of GFPPs
could hence lead to additional insights regarding synthetic fuels.

The chemical industry, using large amounts of hydrogen feedstock, has been
considered in some case studies presented in Chapter 4. Results show that the
impact on the cost-optimal installed amount of installed electrolyzer capacity is
significant. In the same fashion, it would be interesting to investigate the joint
optimization of additional sectors such as transportation, heating, steel and
cement to analyze possible mutually beneficial synergies in reaching imposed
environmental targets.

8.2.3 Operational impact of P2G on the integrated electrical
power and natural gas network

In Chapters 6 and 7 a first step has been made to model and analyze the
operational impact of P2G on the electric power and natural gas systems. A first
aim in this study was to verify the effect of P2G on the availability of inherent gas
network flexibility, which is also used by conventional gas production facilities.
However, since the model is deterministic and assumes perfect foresight, no
short-term uncertainty was considered. Coping with short-term uncertainty
in the gas network will require flexibility to assure reliable operation of the
gas network. In addition, also uncertainty in the electric power system could
propagate to the gas system when relying on GFPPs to provide ancillary services
in the electric power system. Hence, requiring additional flexibility in the gas
network. Explicitly considering uncertainty in both networks/systems would
refine the results presented in Chapter 7.
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In this thesis, only power-to-methane is considered as energy storage technology.
Considering the possibility of injecting hydrogen in the gas network could be
a first step for the adaptation of P2G as storage technology. Since hydrogen
is less energy dense and more volatile than methane, it could have a more
significant operational impact on the gas network. First, because it is generally
assumed that concentrations of hydrogen should be limited to assure reliable
operation of all gas-consuming devices. Second, since hydrogen is less energy
dense, more volume will need to be injected in the gas network in order to store
a certain amount of energy, which could lead to a higher impact on pressure
swings. Extending the model presented in Chapter 6 to allow for direct hydrogen
injection could provide interesting insights.

During the case studies presented in Chapter 7, energy systems with a RES
target of 80% and 99% are considered. Although the GFPP and iRES generation
capacity is determined as a function of the RES target (Chapter 4), historical
demand profiles from 2015 have been used (both electrical power and natural
gas). In the future, further environmental targets in other sectors could lead to
electrification, resulting in more electricity consumption and less natural gas
consumption. Such change in demand could put additional stress on the gas
network, if increased electrification would lead to more (volatile) P2G injection
and GFPP off-take, or could relax the flexibility requirements from the gas
network, if less capacity is required for gas transport leaving more capacity for
flexibility.

For all further research towards the operational aspects of the gas network,
improving the computational performance of the presented gas network is most
likely necessary to assure reasonable computation run times and would hence
also be desirable as future work.



Appendix A

Levelized cost metrics
including income tax

Following the example set by Reichelstein and Yorston [58], the levelized cost
metrics for storage are now extended to account for corporate income tax. The
corporate income affect the levelized cost of storage through a direct tax on the
cash flow, depreciation and debt tax shields and a possible investment tax credit.
The debt related tax shield is assumed to be accounted for in the calculation of
the Weighted Average Cost of Capital, which is represented in the levelized cost
of storage through the discount rate r. To incorporate the other tax factors,
following variables are used:

i = Investment tax credit (in %)
α = Effective corporate income tax rate (in %)
T 0 = Useful plant life for tax purposes (in years)
dt = Allowable tax depreciation charge in year t (in %)

Similar to Reichelstein and Yorston [58], a tax factor ∆ is defined as in Eq.
(A.1) to incorporate corporate income tax following US tax arrangements. In
contrast to Reichelstein and Yorston [58], the asset value reduction factor for
tax purposes is left out in our formulation as it is only applicable in specific
situations.

∆ =
1− i− α · (1− i) ·

∑
t (1 + r)−t

1− α (A.1)
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In the following metric formulation, the overnight construction cost is assumed
to be invested entirely during year t = 0. If the construction period would span
multiple years, different depreciation charges would be introduced corresponding
to each year of construction and applying to the share of the construction cost
invested during that year. Furthermore, for completeness, a term for the variable
operational and maintenance cost (V OMt) is incorporated. Any variable cost
different from the charging cost is represented by this term, like e.g. a carbon
tax.

Proposition 1. The required average discharge price (RADP) is defined as in
Eq. (A.2).

RADP =
OCC ·∆ +

∑
t (FOMt + V OMt + TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t
(A.2)

To proof that the RADP as defined in Eq. (A.2) is indeed equal to the verbal
definition of Required Average Discharge Price for the investor to break even on
his investment, let us define the taxable income It in period t as in Eq. (A.3)
with p the sales price during discharging.

It = MWhdt · p− TCCt − FOMt − V OMt −OCC · (1− i) · dt (A.3)

Assuming the firm pays a share α of its taxable income as corporate income
tax, the annual after-tax cash-flow CFLt becomes:

CFLt = MWhdt · p− TCCt − FOMt − V OMt − α · It (A.4)

In accordance with conventional Net-Present Value calculations, the investor
will break even on his investment when the price p during discharging is such
that the present value of his investment is zero:

0 = −OCC · (1− i) +
∑
t

CFLt · (1 + r)−t (A.5)

Solving Eq. (A.5) for p yields Eq. (A.6). The numerator in Eq. (A.6) equals
the present value of all cash outflows per unit installed capacity. The last term
represents the depreciation tax shield. The denominator equals the total value
of electricity output, multiplied by the factor (1− α).

p =
(1− i) ·OCC + (1 + α) ·

∑
t [TCCt + FOMt + V OMt] · (1 + r)−t

(1− α) ·
∑
tMWhdt (1 + r)−t

=
−α ·

∑
t [OCC · (1− i) · dt] · (1 + r)−t

(1− α) ·
∑
tMWhdt (1 + r)−t

(A.6)
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Using the tax factor ∆ as defined in Eq. (A.1), Eq. (A.6) can be rewritten as
Eq. (A.7) which is precisely the RADP as defined in Eq. (A.2).

p =
OCC ·∆ +

∑
t [TCCt + FOMt + V OMt] · (1 + r)−t∑

tMWhdt (1 + r)−t
(A.7)

Similar to the LCOE interpretation of Reichelstein and Yorston [58], The RADP
can be interpreted as the lifetime cost of the storage plant over the lifetime
electricity discharged (Eq. (A.6)) or as the sum of the initial investment cost,
adapted with a tax factor, and the lifetime operating costs, over the lifetime
electricity discharged (Eq. (A.7)).

In analogy to the RADP, an adapted definition of the required average price
spread (RAPS) and the required average operational profit (RAOP) is given in
Eqs. (A.8)-(A.9).

Proposition 2. The required average price spread (RAPS) is defined as in Eq.
(A.8).

RAPS =
OCC ·∆ +

∑
t (FOMt + V OMt + (1− ηRT )TCCt) · (1 + r)−t∑

tMWhdt (1 + r)−t

(A.8)

To proof that the RAPS as defined in Eq. (A.8) is indeed equal to the verbal
definition of Required Average Price Spread for the investor to break even on
his investment, Eq. (A.5) is solved for (p − ACC). Doing so yields precisely
the definition as given in Eq. (A.8).

Proposition 3. The required average operational profit (RAOP) is defined as
in Eq. (A.9).

RAOP =
OCC ·∆ +

∑
t FOMt · (1 + r)−t∑

tMWhdt (1 + r)−t
(A.9)

To proof that the RAPS as defined in Eq. (A.9) is indeed equal to the verbal
definition of Required Average Operational Profit for the investor to break even
on his investment, Eq. (A.5) is solved for:

p−
∑T
t=1 TCCt · (1 + r)−t∑T
t=1MWhdt · (1 + r)−t

= p− ACC

ηRT
(A.10)





Appendix B

Arbitrage model formulation

Nomenclature

Sets

t ∈ T set of time steps t

Parameters

ηc charging efficiency of storage unit
ηd discharging efficiency of storage unit
φt electricity price during time step t
C maximum charging capacity
D maximum discharging capacity
S maximum energy storage capacity

Decision Variables

Π total profit
ct amount of charged electricity within time step t
dt amount of discharged electricity within time step t
st storage level at time t
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Model description

The objective of the storage operator is to maximize the profit Π by optimizing
the charging and discharging actions.

Π =
∑
t

φt (dt − ct) (B.1)

The storage level at time step t is determined by the storage level from the
previous time step and the charging and discharging actions during time step t.

st = st−1 + ηc · ct −
dt
ηd

∀t (B.2)

The charging and discharging actions are limited by a maximum charging
capacity, discharging capacity and energy storage capacity.

ct ≤ C ∀t (B.3)

dt ≤ D ∀t (B.4)

st ≤ S ∀t (B.5)



Appendix C

Investment model

Nomenclature

Sets
i ∈ I set of renewable energy technologies i
t ∈ T set of time steps t

Parameters
CNG natural gas cost [e/MWhCH4]
Cbat battery cost [e/(MWe y)]
Cely electrolyzer cost [e/(MWe y)]
CemCO2 CO2 emission cost [e/ton]
Cgs gas storage cost [e/(MWCH4 y)]
Chs hydrogen storage cost [e/(MWH2 y)]
Cmet methanizer cost [e/(MWCH4 y)]
Cpp gas fired power plant cost [e/(MWe y)]
Cppcc gas dires power plant carbon capture unit

cost
[e/(MWe y)]

Cresi iRES cost [e/(MWe y)]
CseqCO2 CO2 sequestration cost [e/ton]
Csmr steam methane reformer cost [e/(MWCH4 y)]
Csmrcc steam methane reformer carbon capture unit

cost
[e/(MWCH4 y)]

EPbat battery energy-to-power ratio [MWh/MW]
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Ėlt electricity load [MWhe/h]

Ephs pumped hydro storage reservoir size [MWhe]

Ḣ l
t hydrogen load [MWhH2/h]

K maximum capture rate
R% renewable share in consumed end-energy
αppCH4→CO2 carbon content per MWh methane released

in GFPP
[ton/MWhCH4]

αsmrCH4→CO2 carbon content per MWh methane released
in SMR

[ton/MWhCH4]

ηcbat battery charging efficiency
ηcphs pumped hydro storage charging efficiency
ηdbat battery discharging efficiency
ηdphs pumped hydro storage discharging efficiency
ηely electrolyzer efficiency
ηmet methanizer efficiency
ηpp gas fired power plant efficiency
ηsmr steam methane reformer efficiency
ΠRES
i iRES generation profile

χppcc electricity given up to capture 1 ton of CO2
from GFPP exhaust

[MWhe/ton]

χsmrcc methane given up to capture 1 ton of CO2
from SMR

[MWhCH4/ton]

Decision Variables
ehs hydrogen storage capacity [MWhH2]
eSM synthetic methane storage capacity [MWhCH4]

ebatt battery storage level [MWhe]

ėc,batt battery instantaneous charging electric
power

[MWe]

ėc,phst pumped hydro storage instantaneous charg-
ing electric power

[MWe]

ėcut instantaneous curtailed electric power [MWe]

ėd,batt battery instantaneous discharging electric
power

[MWe]

ėd,phst pumped hydro storage instantaneous dis-
charging electric power

[MWe]
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ėelyt electrolyzer instantaneous electric power
consumption

[MWe]

ehst hydrogen storage level [MWhH2]

ėnet,ppt gas fired power plant instantaneous net
electric power generation

[MWe]

ephst pumped hydro storage reservoir level [MWhe]

ėppt gas fired power plant instantaneous electric
power generation

[MWe]

ėpp,cct gas fire power plant instantaneous electric
power consumption by cc unit

[MWe]

eSMt synthetic methane storage level [MWhCH4]

ḟmet,smt methanizer instantaneous methane produc-
tion

[MWCH4]

ḟpp,NGt gas fired power plant instantaneous fossil fuel
consumption

[MWCH4]

ḟppt gas fired power plant total instantaneous fuel
consumption

[MWCH4]

ḟpp,SMt gas fired power plant instantaneous synthetic
methane consumption

[MWCH4]

ḟsmr,cct steam methane reformer carbon capture unit
instantaneous fuel consumption

[MWCH4]

ḟsmr,NGt steam methane reformer instantaneous fossil
fuel consumption

[MWCH4]

ḟsmr,SMt steam methane reformer instantaneous
synthetic methane consumption

[MWCH4]

ḣct hydrogen storage instantaneous hydrogen
charging

[MWH2]

ḣdt hydrogen storage instantaneous hydrogen
discharging

[MWH2]

ḣelyt electrolyzer instantaneous hydrogen produc-
tion

[MWH2]

ḣmett methanizer instantaneous hydrogen con-
sumption

[MWH2]

ḣsmrt steam methane reformer instantaneous
hydrogen production

[MWH2]

k̇emt CO2 emission rate [ton/h]

k̇mett CO2 consumption rate in methanizer [ton/h]

k̇pp,captt CO2 capture rate from gas fired power plant [ton/h]
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k̇pp,prodt CO2 production rate by gas fired power plant [ton/h]

kst CO2 storage level [ton]

k̇seqt CO2 sequestration rate [ton/h]

k̇smr,captt CO2 capture rate from steam methane
reformer

[ton/h]

k̇smr,prodt CO2 production rate by steam methane
reformer

[ton/h]

pbat battery capacity [MWe]

pely electrolyzer capacity [MWe]

pmet methanizer capacity [MWCH4]

pphs pumped hydro storage capacity [MWe]

ppp gas fired power plant capacity [MWe]

pppcc gas fired power plant carbon capture
capacity

[MWe]

presi iRES capacity [MWe]

psmr steam methane reformer capacity [MWCH4]
psmrcc steam methane reformer carbon capture

capacity
[MWCH4]

qNG total amount of consumed fossil natural gas [MWhCH4]

Model description

The objective function is given in Eq. (C.1), with C the cost per technology and
p the installed capacity per technology. RES denotes renewable technologies,
PP conventional power plants, CC carbon capture technology, ely electrolyzer
capacity, met stands for methanizer, SMR for steam methane reformer, BAT for
battery, NG for natural gas, with qNG the total amount of consumed natural gas,
gs stands for gas storage with e the installed storage size. hs stands for hydrogen
storage, CO2for carbon dioxide, em for emission and seq for sequestration with
k̇ the total amount of CO2.

Cost =
∑
i

Cresi presi + Cppppp + Cppcc p
pp
cc + Celypely + Cmetpmet + Csmrpsmr

+ Csmrcc psmrcc + Cbatpbat + CNGqNG + CgseSM + Chsehs

+ CemCO2
∑
t

k̇emt + CseqCO2

∑
t

k̇seqt (C.1)
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Electricity system

The load should equal the sum of all generation at each time interval t as
expressed in Eq. (C.2) with Ėlt the instantaneous electricity load, ΠRES

i the
normalized renewable generation profile (which has values between 0 and 1) and
ė the instantaneous generation from conventional power plants (pp), discharge
from storage (d), charging of storage (c), consumption from the electrolyzer
(ely) or curtailment (cu).

Ėlt =
∑
i

(
ΠRES
i presi

)
+ ėnet,ppt + ėd,batt + ėd,phst − ėelyt − ė

c,bat
t − ėc,phst − ėcut ∀t

(C.2)

The net amount of electricity generated by gas fired power plants is equal to
the gross amount of electricity generated, minus the share of electricity used for
carbon capture.

ėnet,ppt = ėppt − ė
pp,cc
t ∀t (C.3)

Eqs. (C.4) to (C.7) limit respectively the electricity generation by the gas
fired power plant (Eq. (C.4)), the instantaneous electricity consumption of the
carbon capture unit attached to the gas fired power plant (Eq. (C.5)), the
installed carbon capture capacity (Eq. (C.6)) and the electricity consumption
of the electrolyzer (Eq. (C.7)).

ėppt ≤ ppp ∀t (C.4)

ėpp,cct ≤ ėppt ∀t (C.5)

pppcc ≤ ppp ∀t (C.6)

ėelyt ≤ pely ∀t (C.7)

The sum of instantaneous charging and discharging of batteries and pumped
hydro storage is also limited to the installed capacity. Note that the formulation
in Eqs. (C.8)-(C.9) does not exclude simultaneous charging and discharging
of the storage unit, which is physically impossible with one unit (although it
would be possible if a distinction between multiple units was made). However,
simultaneous charging and discharging can be seen as curtailment and does
not influence the objective value or the amount of installed capacity of each



224 INVESTMENT MODEL

technology.

ėc,batt + ėd,batt ≤ pbat ∀t (C.8)

ėc,phst + ėd,phst ≤ pphs ∀t (C.9)

The battery and pumped hydro storage state of charge at each time interval is
determined by the state of charge at the previous time interval and the amount
of electricity charged or discharged in the current time interval, corrected for
the efficiency. These constraints are circular implemented, forcing the state of
charge at the beginning of the optimization period to be equal to the state of
charge at the end of the optimization period.

ebatt = ebatt−1 + ėc,batt ηcbat −
ėd,batt

ηdbat
∀t (C.10)

ephst = ephst−1 + ėc,phst ηcphs −
ėd,phst

ηdphs
∀t (C.11)

The battery storage capacity is limited by the installed capacity and the energy-
to-power ratio of the battery technology. The energy storage capacity of the
pumped hydro storage unit is limited by its installed energy capacity (Eq.
(C.13)).

ebatt ≤ pbatEPbat ∀t (C.12)

ephst ≤ Ephs ∀t (C.13)

Coupling between the electricity and the natural gas system

The electricity and gas system are coupled through the gas fired power plant.
The instantaneous electricity generation is, through the efficiency, coupled with
the instantaneous fuel consumption.

ḟppt ηpp = ėppt ∀t (C.14)

Coupling between the electricity and the hydrogen system

The electricity and hydrogen system are coupled through the electrolyzer.

ḣelyt = ėelyt ηely ∀t (C.15)
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Coupling between the natural gas and the hydrogen system

The coupling between the natural gas and hydrogen system is twofold. Methane
can be produced from hydrogen trough the methanizer unit (Eq. (C.16)) and
hydrogen could be produced from natural gas or synthetic methane through
the steam methane reformer (Eq. (C.17)). Note in Eq. (C.17) that, if SMR
carbon capture technology is used, not all methane consumed by the SMR unit
is converted to hydrogen as part of it is used to fuel the carbon capture unit.

ḟmet,smt = ḣmett ηmet ∀t (C.16)

ḣsmrt =
(
ḟsmr,NGt + ḟsmr,SMt − ḟsmr,cct

)
ηsmr ∀t (C.17)

Natural gas system

The gas consumption of the gas fired power plants is equal to the sum of natural
gas consumption and synthetic methane consumption.

ḟppt = ḟpp,NGt + ḟpp,SMt ∀t (C.18)

The total natural gas consumption during the entire optimization horizon is
equal to the sum of the natural gas consumption during each time interval.

qNG =
∑
t

ḟpp,NGt +
∑
t

ḟsmr,NGt ∀t (C.19)

The fuel consumption of the respectively the methanizer and steam methane
reformer is limited to their installed capacity (Eqs. (C.20)-(C.21)).

ḟmet,smt ≤ pmet ∀t (C.20)

ḟsmr,NGt + ḟsmr,SMt ≤ psmr ∀t (C.21)

Eq. (C.22) limits the instantaneous consumption of the carbon capture unit
attached to the steam methane reformer and Eq. (C.23) limits the installed
SMR capacity.

ḟsmr,cct ≤ ḟsmr,NGt + ḟsmr,SMt ∀t (C.22)

psmrcc ≤ psmr ∀t (C.23)
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Similar to batteries and PHS, the state of charge of a gas reservoir is determined
by its previous state of charge, the synthetic methane produced by methanizer
units and the synthetic methane used in GFPP. Also Eq. (C.24) is implemented
circular. The non-renewable natural gas used by GFPP or SMR is assumed to
be bought when needed, so storage of fossil natural gas is not included.

eSMt = eSMt−1 + ḟmet,smt − ḟpp,SMt − ḟsmr,SMt ∀t (C.24)

The amount of synthetic methane that can be stored is limited by the size of
the gas reservoir.

eSMt ≤ eSM ∀t (C.25)

Hydrogen system

The amount of hydrogen that can be stored is limited to the installed hydrogen
storage capacity.

ehst ≤ ehs ∀t (C.26)

The state of charge of the hydrogen storage is determined by the state of charge
on the previous time step, the current hydrogen injection and off-take. The
state of charge constraint is again circular implemented to make sure the state
of charge at the end of the optimization horizon is equal to the state of charge
at the beginning of the optimization.

ehst = ehst−1 + ḣct − ḣdt ∀t (C.27)

The hydrogen demand from industry, the hydrogen demand from the methanizer
unit and charging of the storage should, at each time step, be covered by the
hydrogen production form the electrolyzer, SMR or discharging the hydrogen
storage.

Ḣ l
t = ḣelyt + ḣsmrt − ḣmett − ḣct + ḣdt ∀t (C.28)

Coupling between the natural gas and the carbon system

The amount of CO2used in the methanizer unit is equal to the CO2content of
the produced synthetic methane.

k̇mett αppCH4→CO2 = ḟmet,smt ∀t (C.29)
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The amount of CO2produced in the gas fired power plant is equal to the
CO2content of the natural gas which is released during combustion.

k̇pp,prodt = ḟppt αppCH4→CO2 ∀t (C.30)

Similarly, the CO2produced by the SMR is equal to the CO2content released
during the reforming process.

k̇smr,prodt =
(
ḟsmr,NGt + ḟsmr,SMt

)
αsmrCH4→CO2 ∀t (C.31)

The amount of fuel used by the SMR carbon capture unit is linked to the
amount of CO2effectively captured.

ḟsmr,cct = χsmrcc k̇smr,captt ∀t (C.32)

Coupling between the electricity and the carbon system

The amount of electric power used by the carbon capture plant is equal to the
amount of carbon captured multiplied by the required energy to capture a ton
of CO2.

ėpp,cct = χppcc k̇
pp,capt
t ∀t (C.33)

The carbon system

The amount of captured CO2is limited by the capacity of the installed capture
plant (Eq. (C.34)) and by the instantaneous amount of produced CO2from the
gas fired power plant (Eq. (C.36)). Analog constraints are formulated for the
steam methane reformer (Eqs. (C.35) and (C.37)).

k̇pp,captt ηpp

KαppCH4→CO2
≤ pppcc ∀t (C.34)

k̇smr,captt ηsmr

KαsmrCH4→CO2
≤ psmrcc ∀t (C.35)

k̇pp,captt ≤ Kk̇pp,prodt ∀t (C.36)

k̇smr,captt ≤ Kk̇smr,prodt ∀t (C.37)
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The part of the produced CO2that is not captured by carbon capture plants, is
emitted into the atmosphere.

k̇emt = k̇pp,prodt + k̇smr,prodt − k̇pp,captt − k̇smr,captt ∀t (C.38)

A difference is made between temporary storage and final sequestration of CO2.
Eq. C.39 ensures that all captured CO2is either used in a methanizer plant or
sequestered.

kst = kst−1 + k̇pp,captt + k̇smr,captt − k̇mett − k̇seqt ∀t (C.39)

Environmental constraint

Depending on the case under investigation an imposed minimum share of the
end-electricity and hydrogen consumption should originate from renewables.
In order to exclude efficiency losses from the share of useful renewable energy,
the environmental constraint is expressed as maximum share of the electricity
and hydrogen which may originate from fossil sources. When the hydrogen
industry is not taken into account, the hydrogen load is set to zero and the
environmental constraint only applies to the electricity sector. When a hydrogen
load is accounted for, the environmental constrain applies to both the electricity
and hydrogen sector, allowing the system to use more renewables in one sector to
compensate for a higher fossil use in another sector, depending on the economic
optimum.

∑
t

ḟpp,NGt + ḟsmr,NGt ≤ (1−R%)
∑
t

(
Ėlt
ηpp

+ Ḣ l
t

ηsmr

)
∀t (C.40)



Appendix D

Leuven University System
Model (LUSYM)

The MIP UC formulation presented in this appendix is taken from Van den
Bergh et al. [94],[95].

Nomenclature

Sets
j ∈ J set of storage units j
l ∈ L set of lines l
lac ∈ Lac set of AC transmission lines lac
ldc ∈ Ldc set of DC transmission lines ldc
lpst ∈ Lpst set of AC transmission lines with PST lpst
m ∈M set of must-run groups m
n ∈ N set of nodes n
s ∈ S set of reserve zones s
t ∈ T set of time steps t

Parameters
AVi,t availability of power plant i at time step t {0,1}

Al,n element of incidence matrix of the gird {-1,0,1}
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Amustm,i element linking power plant i to must-run
group m

{0,1}

Aplantn,i element linking power plant i to node n {0,1}

Arsrs,n element linking node n to reserve zone s {0,1}

Arsrs,i element linking power plant i to reserve
zone s

{0,1}

Astorn,j element linking storage unit j to node n {0,1}

CC CO2 emission cost [e/ton]

DCDFlac,ldc DC line distribution factors
Dn,t electricity load at node n at time step t [MW]

EFi CO2 emission factor of power plant i [∆t ton/MWhth]

F 0
lac zero-imbalance flow through AC line l [MW]

FCi fuel cost of power plant i [∆t e/MWhth]

F l maximum power flow through AC or DC
line l

[MW]

F l minimum power flow through AC or DC
line l

[MW]

LCCn load curtailment cost at node n [∆t e/MWh]

LSEn,t maximum storable load energy at node n
at time step t

[MWh]

LSEn,t minimum storable load energy at node n
at time step t

[MWh]

LSn,t maximum storable load at node n at time
step t

[MW]

MCi marginal generation cost of power plant i [∆t e/MWh]

MDTi minimum down time of power plant i [∆t]

MRMm must-run requirement of group of power
plants m

MRPi must-run requirement of power plant i
MUTi minimum up time of power plant i [∆t]

NCi generation cost at minimum output of
power plant i

[e/∆t]

OPi required planned outages of power plant i [∆t]

PCj maximum charging power of storage unit j [MW]

PDj maximum discharging power of storage unit
j

[MW]
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PEj maximum energy content of storage unit j [MWh]

PEj minimum energy content of storage unit j [MWh]

PSDFlac,lpst phase shifter distribution factors

P i maximum power output of power plant i [MW]

P i minimum power output of power plant i [MW]

RAClol reserve allocation cost for load curtailment [∆t e/MW]

RACcur reserve allocation cost for renewables
curtailment

[∆t e/MW]

RCi ramping cost of power plant i [e/MW]

RCCn renewables curtailment cost at node n [∆t e/MWh]

RDi maximum ramp-down rate of power plant i [MW/∆t]

RESn,t available renewable generation at node n
at time step t

[MW]

RUi maximum ramp-up rate of power plant i [MW/∆t]

SDi maximum shut-down rate of power plant i [MW/∆t]

SDCi shut-down cost of power plant i [e/shut-down]

SECn simultaneous export capacity of node n [MW]

SICn simultaneous import capacity of node n [MW]

SR−s,t downward spinning reserve in reserve zone
s at time step t

[MW]

SR+
s,t upward spinning reserve in reserve zone s

at time step t
[MW]

SUi maximum start-up rate of power plant i [MW/∆t]

SUCi start-up cost of power plant i [e/start-up]

TCl transmission cost for line l [∆t e/MWh]

V OMi variable O&M cost of power plant i [∆t e/MWh]

αlpst maximum phase shifter angle at line lpst [ ◦]

∆t length of one time step in hours [h]

ηcj charging efficiency of storage unit j [-]

ηdj discharging efficiency of storage unit j [-]

ηi rated efficiency of power plant i [-]
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Decision Variables
αlpst,t phase shifter angle at line lpst at time step

t
[ ◦]

costcompc,t operation cost of compressor c at time step
t

[e/∆t]

costgas total operational cost of gas system [e]

costgeni,t generation cost of power plant i at time
step t

[e/∆t]

coststorgs,t operation cost of gas storage gs at time
step t

[e/∆t]

costlcn,t load curtailment cost at node n at time
step t

[e/∆t]

costwellgw,t operation cost of gas well gw at time step t [e/∆t]

costrampi,t ramping cost of power plant i at time step
t

[e/∆t]

costrcn,t renewables curtailment cost at node n at
time step t

[e/∆t]

costrsrn,t reserve allocation cost for load and
renewables curtailment at node n at
timestep t

[e/∆t]

coststarti,t start-up cost of power plant i at time step
t

[e/∆t]

coststopi,t shut-down cost of power plant i at time
step t

[e/∆t]

costtransl,t transmission cost of line l at time step t [e/∆t]

fl,t power flow through AC or DC line l at time
step t

[MW]

gi,t power generation of power plant i above
minimum output at time step t

[MW]

gi,t power generation of power plant i at time
step t

[MW]

lcn,t load curtailment at node n at time step t [MW]

lsn,t storable load at node n at time step t [MW]

lsen,t storable load energy at node n at time step
t

[MWh]

ofi,t forced outage of power plant i at time step
t

{0, 1}

opi,t planned outage of power plant i at time
step t

{0, 1}
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pcj,t charging power of storage unit j at time
step t

[MW]

pdj,t discharging power of storage unit j at time
step t

[MW]

pej,t energy level of storage unit j at time step t [MWh]

pin,t power injection in the grid at node n at
time step t

[MW]

rloln,t scheduled reserve from load curtailment at
node n at time step t

[MW]

rcn,t renewables curtailment at node n at time
step t

[MW]

r−i,t scheduled downward spinning reserve from
power plant i at time step t

[MW]

r+
i,t scheduled upward spinning reserve from

power plant i at time step t
[MW]

rcurn,t scheduled reserve from renewables curtail-
ment at node n at time step t

[MW]

vi,t start-up status of power plant i at time step
t

{0, 1}

wi,t shut-down status of power plant i at time
step t

{0, 1}

zi,t on/off-status of power plant i at time step
t

{0, 1}

Model description

Objective function

The objective function of the UC model is to minimize total operational system
cost, consisting of generation costs, start-up costs, shut-down costs, ramping
costs, load curtailment costs, renewables curtailment costs and reserve allocation
costs for load and renewables curtailment:

costelec =
∑
i,t

(
costgeni,t + coststarti,t + coststopi,t + costrampi,t

)
+
∑
l,t

(
costtransl,t

)
+
∑
n,t

(
costlcn,t + costrcn,t + costrsrn,t

) (D.1)

The generation costs include fuel costs, CO2 emission costs and variable
operations and maintenance costs. The generation cost of a power plant is
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time depending (due to changing fuel and CO2 emission prices) and output
depending (due to the output-dependent generation efficiency). The non-linear
cost curve is linearized and time-averaged as follows:1

costgeni,t = NCi zi,t +MCi gi,t ∀i,∀t (D.2)

The start-up and shut-down costs follow from, respectively:2

coststarti,t = SUCi vi,t ∀i,∀t (D.3)

coststopi,t = SDCi wi,t ∀i, ∀t (D.4)

The ramping cost follows from:

0 ≤ costrampi,t ≥ RCi (gi,t − gi,t−1) (D.5)

0 ≤ costrampi,t ≥ RCi (gi,t−1 − gi,t) (D.6)

The transmission cost follows from:

0 ≤ costtransl,t ≥ TCl fl,t ∀l,∀t (D.7)

0 ≤ costtransl,t ≥ −TCl fl,t ∀l,∀t (D.8)

The load curtailment cost follows from:

costlcn,t = LCCn lcn,t ∀n, ∀t (D.9)

The renewables curtailment cost follows from:

costrcn,t = RCCn rcn,t ∀n, ∀t (D.10)

The reserve allocation cost for load and renewables curtailment follows from:

costrsrn,t = RAClol rloln,t +RACcur rcurn,t ∀n, ∀t (D.11)

Note that the reserve allocation cost for spinning reserves from conventional
units is implicitly taken into account in the generation cost.

1The cost curve can be approximated with multiple linear intervals, but this increases run
times drastically while accuracy only increases slightly [116, 117]. Moreover, time-dependent
cost parameters NCi,t and MCi,t can be imposed to the unit commitment model.

2A more advanced formulation of the start-up cost takes account of the off-line time of the
power plant and distinguishes between hot starts, warm start and cold starts [116, 118].
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Market clearing

The market clearing constraint imposes the supply-demand balance at each
node for each time step. The supply-demand balance consists of generation from
conventional units, (dis)charging from storage units, generation from renewables,
the (flexible) electricity load and injections in the electricity grid:∑

i

Aplantn,i (zi,t Pi + gi,t) +
∑
j

Astorn,j (pdj,t − pcj,t) +RESn,t − rcn,t =

Dn,t − lcn,t + lsn,t + pn,t +
∑
e

Aelyn,eg
ely
e,t ∀n, ∀t

(D.12)

Renewables and load curtailment

Electricity generation from renewables (and cogeneration units) is mainly driven
by other factors than the electricity demand (e.g., weather conditions, subsidies)
and is therefore only to a limited extent dispatchable. Renewable generation
can be curtailed in the energy market or scheduled as reserves, but renewables
curtailment is limited by the available renewable generation:3

0 ≤ rcn,t + rcurn,t ≤ RESn,t ∀n,∀t (D.13)

Renewables curtailment is non-negative:

rcn,t , r
cur
n,t ≥ 0 ∀n, ∀t (D.14)

3In today’s electricity markets, most of the renewable generation has priority access to the
grid, meaning that renewable generators have an incentive to generate as much electricity as
possible, regardless of any electricity market signal. As such, generation of renewable electricity
sources can be modeled as negative load, resulting in a residual load (i.e., original load minus
renewables generation) to be met by centralized and dispatchable units. However, renewable
electricity generators are becoming increasingly integrated in the electricity market operation.
As such, renewable generation units can be modeled in a similar way as conventional generation
units, with the difference that renewable generation units have zero marginal generation costs
(or even negative marginal generation costs if subsidized) and time-variable maximum power
outputs (depending on the meteorological conditions). In the LUSYM model, renewable
generation time series are imposed to the model with the possibility to curtail renewables at
a certain cost. A high renewables curtailment cost corresponds to today’s electricity markets
with priority access for renewables, whereas a zero (or low) renewables curtailment cost
corresponds to future electricity markets with active participation of renewables.
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Flexible load and load curtailment

Load curtailment (or load shedding) can be scheduled in the energy market or
as reserve, and is limited by the load:

0 ≤ lcn,t + rloln,t ≤ Dn,t ∀n,∀t (D.15)

Load curtailment is non-negative:

lcn,t , r
lol
n,t ≥ 0 ∀n, ∀t (D.16)

Storable load is characterized by an energy limit, a power limit and an energy
balance equation, respectively:

LSEn,t ≤ lsen,t ≤ LSEn,t ∀k, ∀t (D.17)

0 ≤ lsn,t ≤ LSn,t ∀n, ∀t (D.18)
lsen,t = lsen,t−1 + ∆t lsn,t ∀n, ∀t (D.19)

Power plant generation limits

A power plant can only generate power within a certain power range. It is
important to highlight that the power plant output is defined as geni,t =
zi,t P i + gi,t. The lower limit for the power output above the minimum power
output is:

0 ≤ gi,t − r−i,t ∀i,∀t (D.20)

The upper generation limit for power plants with MUTi ≥ 2 is given by:

gi,t + r+
i,t ≤ (P i − P i) zi,t − (P i − SUi) vi,t − (P i − SDi)wi,t+1

∀i ∈MUTi ≥ 2,∀t
(D.21)

If MUTi = 1, Eq. (D.21) is replaced by:

gi,t + r+
i,t ≤ (P i − P i) zi,t − (P i − SUi) vi,t −max(SUi − SDi, 0)wi,t+1

∀i ∈MUTi = 1,∀t
(D.22)

gi,t + r+
i,t ≤ (P i − P i) zi,t − (P i − SDi)wi,t+1 −max(SDi − SUi, 0) vi,t

∀i ∈MUTi = 1,∀t
(D.23)
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Eqs. (D.20)-(D.23) describe the convex hull of the power plant generation limits
[119].

Additional generation limit constraints can be imposed by considering multiple
time steps [120], however it is not sure that these constraints result in a speed-up
given that they make the formulation tighter but less compact. These additional
constraints are:

gi,t + r+
i,t ≤ (P i − P i) zi,t+Ki +

Ki∑
k=1

(SDi − P i + (k − 1)RDi)wi,t+k

−
Ki∑
k=1

(P i − P i) vi,t+k ∀i, ∀t = 1, ...T −K

(D.24)

with Ki = min{MUTi ; (P i − SDi)/RDi + 1 ; T − t}. Eq. (D.24) is only
tightening Eq. (D.21) if K ≥ 2.

Finally, generation and reserve scheduling variables are non-negative or binary.

geni,t , gi,t , r
+
i,t , r

−
i,t ≥ 0 ∀i, ∀t (D.25)

zi,t , vi,t , wi,t ∈ {0, 1} ∀i,∀t (D.26)

Power plant ramping limits

The basic ramping-up and ramping-down constraints are, respectively:

gi,t + r+
i,t − gi,t−1 ≤ RUi zi,t + (SUi − P i −RUi) vi,t ∀i,∀t (D.27)

gi,t−1 − gi,t + r−i,t ≤ RDi zi,t−1 + (SDi − P i −RDi)wi,t ∀i,∀t (D.28)

Additional ramping constraints can be imposed by considering more time steps
[120], however it is again not sure that these additional constraints result in a
speed-up as they make the formulation tighter but also less compact. Additional
ramping-up constraints are:

gi,t + r+
i,t − gi,t−1 ≤ RUi zi,t − (RUi − SDi + P i)wi,t+1

+(SUi − P i −RUi) vi,t ∀t,∀i ∈ RUi > SDi − P i & MUTi ≥ 2
(D.29)

gi,t + r+
i,t − gi,t−2 ≤ 2RUi zi,t + (SUi − P i −RUi) vi,t−1

+(SUi − P i − 2RUi) vi,t ∀t, ∀i ∈MUTi ≥ 2 & MDTi ≥ 2
(D.30)
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Analogously, additional ramping-down constraints are:

gi,t−1 − gi,t + r−i,t ≤ RDi zi,t + (SDi − P i)wi,t −RDi vi,t

−(RDi − SUi + P i) vi,t−1 ∀t, ∀i ∈ RDi > SUi − P i & MUTi ≥ 2
(D.31)

gi,t−2 − gi,t + r−i,t ≤ 2RDi zi,t + (SDi − P i)wi,t−1 − 2RDi (vi,t−1 + vi,t)

+(SDi − P i +RDi)wi,t ∀t,∀i ∈MUTi ≥ 2 & MDTi ≥ 2
(D.32)

Power plant minimum up and down times

The minimum down time and up time constraints are given by, respectively:

1− zi,t ≥
t∑

t′=t+1−MDTi

wi,t′ ∀i, ∀t (D.33)

zi,t ≥
t∑

t′=t+1−MUTi

vi,t′ ∀i,∀t (D.34)

In addition to the above constraints, the following logic relationship between
the different power plant statuses is needed:

zi,t−1 − zi,t + vi,t − wi,t = 0 ∀i,∀t (D.35)

Eqs. (D.33)-(D.35) describe the convex hull of the minimum up and down time
constraints [121].

Must-run constraints

Must-run constraints can be imposed to a subset of power plants:∑
i

Amustm,i (zi,t P i + gi,t) ≥MRMm

∑
i

Amustm,i AVi,t P i ∀m,∀t (D.36)

A must-run constraint can also be imposed to a single power plant:

zi,t P i + gi,t ≥MRPiAVi,t P i ∀i,∀t (D.37)

Note that the must-run constraint can be overruled by power plant outages.
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Spinning reserve constraints

Spinning reserve constraints can be imposed to reserve zones, consisting of one
or multiple nodes. Upward spinning reserves can be delivered by online power
plants, load curtailment and curtailed renewable generation. Downward spinning
reserves can be delivered by online power plants and renewables curtailment.
Upward and downward spinning reserve requirements are given by, respectively:∑

i

Arsrs,i r
+
i,t +

∑
n

Arsrs,n (rloln,t + rcn,t) ≥ SR+
s,t ∀s,∀t (D.38)

∑
i

Arsrs,i r
−
i,t +

∑
n

Arsrs,n r
cur
n,t ≥ SR−s,t ∀s,∀t (D.39)

Storage unit constraints

Different storage technologies, such as pumped hydro storage and electric
batteries, can be implemented in the unit commitment model by the same set
of constraints. The energy balance of a storage unit is given by:

pej,t = pej,t−1 + ∆t pcj,t ηcj −
∆t pdj,t
ηdj

∀j,∀t (D.40)

The energy level of a storage unit and its charging and discharging power rates
are limited:

0 ≤ pcj,t ≤ PCj ∀j,∀t (D.41)

0 ≤ pdj,t ≤ PDj ∀j,∀t (D.42)

PEj ≤ pej,t ≤ PEj ∀j,∀t (D.43)

Grid constraints

A DC power flow representation of the electricity grid is implemented, including
HVDC lines, phase shifting transformers (PSTs) and the possibility to add
a zero-imbalance flow to the line flows. The DC power flow is a linearized
description of the electricity grid characteristics, respecting Kirchhoff’s voltage
and current laws. Injection shift factors (ISFs) or power transfer distribution
factors (PTDFs) give the linear relationship between power injections in the
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grid and flows through transmission lines.4

flac,t =
∑
n

PTDFlac,n pn,t +
∑
lpst

PSDFlac,lpst αlpst,t+

∑
ldc

DCDFlac,ldc fldc,t + F 0
lac ∀l,∀t

(D.44)

∑
n

pn,t = 0 ∀t (D.45)

− αlpst ≤ αlpst,t ≤ αlpst ∀lpst,∀t (D.46)

F lac ≤ flac,t ≤ F lac ∀lac,∀t (D.47)

F ldc ≤ fldc,t ≤ F ldc ∀ldc,∀t (D.48)

Alternatively, a trade-based grid representation can be used. In a trade-based
grid representation, only Kirchhoff’s current law is respected. If the trade-based
grid representation is used, Eqs. (D.44)-(D.48) are replaced by:

pn,t =
∑
l

Al,n fl,t ∀n,∀t (D.49)

F l ≤ fl,t ≤ F l ∀l,∀t (D.50)

In a trade based grid model, an additional constraint can be imposed on the
gross import or export in a node (in order to compensate for the lower accuracy
of a trade based grid model compared to a DC power flow grid model):∑

l∈Limp
n

|Al,n fl,t| ≤ SICn ∀n, ∀t (D.51)

∑
l∈Lexp

n

|Al,n fl,t| ≤ SECn ∀n,∀t (D.52)

with Limpn and Lexpn the lines connected to node n that import and export
electricity, respectively.

4Given the properties of linearity and superposition, the sensitivity of line flows to power
injections in a node with another node as sink (not the reference node) can be written as a
linear combination of ISF-elements, composing a PTDF. As such, ISFs depend on the chosen
reference node, PTDFs do not.
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