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Abstract. We study the transient optimization of gas transport networks
including both discrete controls due to switching of controllable elements and
nonlinear fluid dynamics that are described by the system of partial differen-
tial Euler equations. This combination leads to mixed-integer optimization
problems subject to nonlinear hyperbolic partial differential equations on a
graph. We propose an instantaneous control approach in which suitable Euler
discretizations yield systems of ordinary differential equations on a graph. This
networked system of ordinary differential equations is shown to be well-posed
and affine-linear solutions of these systems are derived analytically. As a con-
sequence, finite-dimensional mixed-integer linear optimization problems are
obtained for every time step that can be solved to global optimality using
general-purpose solvers. We illustrate our approach in practice by presenting
numerical results on a realistic gas transport network.

1. Introduction

The mathematical optimization of gas transport networks has been intensively
studied during the recent years. There are at least two reasons for this. First,
natural gas is important for the energy turnaround in many countries, e.g., in
Germany. Thus, it is an important topic in politics and economy. Second, it
combines various mathematical challenges that make applied optimization difficult
and thus interesting, e.g., discrete decisions due to switching of controllable elements
like valves or compressor machines and nonlinear gas physics. The latter is mainly
described by the Euler equations that are given by a system of nonlinear hyperbolic
partial differential equations (PDEs).

The literature on mathematical optimization of gas networks can be mainly split
up along the aspects that make the problems hard to solve. For recent surveys of
this field of research see, e.g., [24, 28, 40] and the references therein.

One branch of literature mainly focuses on discrete aspects of the models that
are needed for describing discrete controls of devices like (control) valves or com-
pressor machines. Since an accurate model of these discrete controls together with
highly detailed physics models typically leads to nonconvex mixed-integer nonlinear
problems (MINLPs) that are hard to solve, a lot of research relies on (piecewise)
linearization techniques for obtaining mixed-integer linear (MIP) models that can
be solved with state-of-the-art MIP solvers; see, e.g., [13–17, 33–37].

Another branch assumes that the discrete controls are externally given and
focuses on the nonlinear aspects of the problem. However, even after fixing the
discrete decisions, the combination of highly nonlinear gas dynamics in pipes and
typically nonlinear as well as nonconvex models of technical entities like, e.g.,
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compressor machines, from the engineering literature already leads to nonlinear
programming (NLP) models that are themselves hard to solve; see, e.g., [45, 46].
Nevertheless, following this approach it is possible to model (more or less) arbitrary
finite-dimensional nonlinearities. However, not being able to switch discrete decisions
has always been a significant drawback of these approaches. This is the reason
why extended nonlinear models of MPEC type have been studied that allow for
switching of discrete states within continuous models; see, e.g., [4, 39, 41–44].

Despite the fact that a lot of research solely focuses on one of the above sketched
approaches, there has also been some work that tries to combine the nonlinear
and the discrete aspects of the problem; see, e.g., [8] or the approaches described
in [28]. Recently, (penalty) alternating direction methods have been used to combine
mixed-integer and continuous solution strategies in a hybrid approach in [18, 19]
and a Benders-like approach for highly challenging transient problems is addressed
in [24].

Not all but most of the publications referenced so far deal with the stationary case,
i.e., neglect all time-dependent aspects. Of course, research has also been carried
out regarding the transient case. Computational studies of NLP solution techniques
for fully discretized systems can be found in [9, 10, 47], whereas theoretical studies
of controllability, stabilization, or the existence of stationary states of gas flow are
topics of [2, 3, 5, 22, 23]. Very recently, an optimal control approach for transient
gas network flow without discrete aspects has been studied in [48].

Our contribution is a first step towards the combination of the aspects that have
been studied mainly in a separate way, i.e., we study an approach to optimize discrete
and continuous controls that are constrained by systems of algebraic nonlinear and
hyperbolic partial differential equations on a graph. The optimization of such a
system in its full beauty is by far out of reach of today’s algorithmic technology and
theoretical knowledge. Our approach builds upon the fact that stationary mixed-
integer nonlinear problems can be solved comparably fast, reliable, and accurate
with mixed-integer linearization techniques that have been developed in the last
years. We exploit these techniques and embed them in an instantaneous control
approach. To this end, we discretize the space-time dependent Euler PDE system
on a graph in a suitable way that allows us to analytically derive solutions. These
solutions then allow to formulate linear models in every time step of the proposed
instantaneous control method. Moreover, we show that the linear problems that
have to be solved in every time step of our method are well-posed.

Instantaneous control has been used frequently for challenging control problems;
see, e.g., [6] for instantaneous control of backward-facing step flows, [1] for the
control of linear wave equations, [26] for the control of wave equations in networks,
[27] for instantaneous control of vibrating string networks, or [25] for an application
to traffic flows. To the best of our knowledge, there is no published research on
instantaneous control of mixed-integer optimal control problems with hyperbolic
PDEs on graphs.

The remainder of the paper is structured as follows. In Section 2 we introduce the
problem under consideration and present the models of gas physics and engineering.
Afterward, in Section 3 we discuss the instantaneous control approach. To obtain a
fully specified algorithm we also discuss suitable time discretization schemes in order
to obtain semi-discretizations of the Euler equations that are tailored for our MIP-
based control approach. This is done in Section 4, where we also derive solutions
of the semi-discretized systems for which we prove well-posedness in Section 5. In
Section 6, we finally present a computational case study to show the capability of our
approach for controlling realistic networks. The paper closes with some concluding
remarks in Section 7.
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2. Problem Description

We consider gas transport networks that we model using a directed graph G =
(V ,A) with node set V and arc set A. The set of nodes is partitioned into the set
of entry nodes V+, where gas is supplied, the set of exit nodes V−, where gas is
discharged, and the set of inner nodes V0. That means, we have V = V+ ∪ V− ∪ V0.
Arcs a = (u, v) ∈ A belong to different subsets of the arc set A depending on the
specific network element that they model. In this paper, we consider pipes Api,
valves Avl, control valves Acv, and compressor machines Acm.

In order to formulate a complete model for the entire network we have to specify
some continuity conditions for which we need additional notation for the set of
ingoing arcs δin(u) := {a ∈ A : ∃v ∈ V with a = (v,u)} and the set of outgoing arcs
δout(u) := {a ∈ A : ∃v ∈ V with a = (u, v)} of a node u ∈ V .

Throughout the paper, we consider a given finite time horizon [0, T ]. We now
describe the model of every arc and node type mentioned above.

2.1. Pipes. Pipes are used to transport gas through the network. They outnumber
all other types of elements. We model pipes as one-dimensional arcs a = (u, v) ∈ Api.
Gas flow through pipes is modeled by the Euler equations that are given as a system
of nonlinear hyperbolic partial differential equations (PDEs), which represent the
motion of a compressible non-viscous gas. They consist of the continuity equation,
the balance of moments, and the energy equation; see, e.g., [11] and [32].

∂tρ+ ∂x(ρv) = 0,

∂t(ρv) + ∂x(p+ ρv2) = − λ

2D
ρv|v| − gρh′,

∂t

(
ρ(

1

2
v2 + e)

)
+ ∂x

(
ρv(

1

2
v2 + e) + pv

)
= −kw

D
(T − Tw) .

(1)

Here, ρ = ρ(x, t) ∈ R+ denotes the density, v = v(x, t) ∈ R the velocity of the gas,
T = T (x, t) ∈ R its temperature, and p = p(x, t) ∈ R+ its pressure. We further
denote with g the gravitational constant, with h′ = h′(x) ∈ [−1, 1] the slope of the
pipe (that we assume to be constant), with λ the friction coefficient of the pipe, with
D the diameter, with kw the heat coefficient, with Tw = Tw(x) the temperature of
the pipe’s wall, and the variable e = cvT + gh denotes the internal energy, where
cv is the specific heat. In what follows, x ∈ [0,L] denotes the spatial coordinate
and L is the length of the pipe. The conserved, respectively balanced, quantities
of the system are the mass flow q = Aρv (where A is the cross-sectional area of
the pipe), the density ρ, and the total energy E = ρ(1/2v2 + e). In addition to the
Equations (1) we use the constitutive law for a real gas

p = RsρTz(p,T ), (2)

where z = z(p,T ) is the real-gas, or compressibility, factor and Rs is the specific gas
constant. Note that z = 1 holds for ideal gas.

We only consider the isothermal case but note that the temperature may have a
significant effect: Long pipes may develop large temperature gradients depending
on the weather and flow conditions. In the isothermal case (T ≡ const) the energy
equation becomes obsolete. Thus, we obtain

∂tρ+ ∂x(ρv) = 0,

∂t(ρv) + ∂x(p+ ρv2) = − λ

2D
ρv|v| − gρh′.

(3)

It is often more convenient to express the state variables in a different way in
which the mass flow q and the pressure p in a pipe are used. Under the additional
assumption of a constant compressibility factor, i.e., z(p,T ) = zm, we have p = c2ρ
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for the pressure. The speed of sound c can then be derived from the constants used
in the constitutive law (2) via c2 = RsTzm.

With this, we can rewrite System (3) as follows:

∂tp+
c2

A
∂xq = 0,

∂tq + ∂x(Ap+
c2

A

q2

p
) = − λc2

2DA

q|q|
p
− gA

c2
h′p.

For small velocities (|v| � c) we arrive at the semi-linear model; see [38].

∂tp+
c2

A
∂xq = 0,

∂tq +A∂xp = − λc2

2DA

q|q|
p
− gA

c2
h′p.

(4)

Finally, we fix the following shorthand notation for pipes a = (u, v). We write
pa,u(t) := pa(0, t) and pa,v(t) := pa(La, t) as well as qa,u(t) := qa(0, t) and qa,v(t) :=
qa(La, t) for the pressure and the mass flow, respectively. Moreover, we define
bounds for the mass flow variables:

qa,u(t), qa,v(t) ∈ [q−a , q+
a ] for all a ∈ Api, t ∈ [0, T ].

2.2. Valves and Control Valves. Valves a = (u, v) ∈ Avl are the most simple
controllable elements in the considered gas transport networks. They can be in two
different states: open or closed. To describe the behavior in both states, we need
the variables pa,u(t) and pa,v(t) modeling the pressure at the in- and outlet of the
valve, respectively, as well as the variable qa(t) modeling the mass flow through the
valve. With this notation at hand, we have

pa,u(t) = pa,v(t), if valve a is open,

qa(t) = 0, if valve a is closed

for all t ∈ [0, T ]. More detailed information about valves and a formulation as a
mixed-integer linear model can be found in [15].

Slightly more complicated than valves are control valves a = (u, v) ∈ Acv. Their
open state is further distinguished into the active state and the bypass mode. If the
control valve is active at time t ∈ [0, T ], it can decrease the incoming gas pressure
by a controllable amount ∆a(t) ∈ [∆−a , ∆−a ]. Otherwise, i.e., in bypass mode, the
control valve acts like an open valve. In summary, we have

pa,u(t)−∆a(t) = pa,v(t), if control valve a is active,
pa,u(t) = pa,v(t), if control valve a is in bypass mode,

qa(t) = 0, if control valve a is closed

for all t ∈ [0, T ]. More detailed information about control valves and a specific
mixed-integer linear model formulation can again be found in [15].

2.3. Compressor Machines. Compressor machines a = (u, v) ∈ Acm are used to
increase the inflow gas pressure to a higher outflow pressure. As control valves, a
compressor machine can be active, closed, or in bypass mode. If the compressor
machine is in active status, it can increase the gas pressure by ∆a(t) at time t ∈ [0, T ].
The other states are the same as for control valves:

pa,u(t) + ∆a(t) = pa,v(t), if compressor machine a is active,
pa,u(t) = pa,v(t), if compressor machine a is in bypass mode,

qa(t) = 0, if compressor machine a is closed.



MIP-BASED INSTANTANEOUS CONTROL OF MIOCPS IN GAS TRANSPORT 5

0 5 10
0

10

20

30

Volumetric flow Q

En
th
al
py

ch
an
ge

H
a
d

Figure 1. Characteristic diagrams of a turbo compressor. The
feasible operating range is marked gray.

The modeling of the feasible range of ∆a(t) is more complicated. We only consider
turbo compressors, which are typically described by so-called characteristic diagrams
as shown in Fig. 1. The volumetric flow rate through the unit (x-axis in Fig. 1) is
given by

Q =
c2qa(t)

pa,u(t)
,

where pa,u(t) denotes the inflow pressure of the machine. Moreover, the specific
change in adiabatic enthalpy (y-axis in Fig. 1) is modeled by

Had = RsTzm
κ

κ− 1

[(
pa,v(t)

pa,u(t)

)κ−1
κ

− 1

]
,

where we assume that the isentropic exponent κ = 1.38 is constant and where
pa,u(t), pa,v(t) denote the inflow and outflow pressure of the compressor unit.

In contrast to control valves, the realizable pressure change in compressors is not
modeled independently of the specific flow through the unit; see the gray area in
Fig. 1 that depicts the feasible operating range of an exemplary machine. Thus, we
have to model the nonlinear boundaries of this region, which we do by using the
nonlinear constraints

f i(Q,Had) ≤ 0, i = 1, . . . , 4.

Despite the discussed nonlinearity, tight linear relaxations via outer approxima-
tions have been developed in the recent years. We use the formulations developed
in [15].

In order to complete the description of all arc models, we finally note that the
mass flow on all active arcs are bounded below and above by

qa(t) ∈ [q−a , q+
a ] for all a ∈ Avl ∪Acv ∪Acm, t ∈ [0, T ].

2.4. Nodes. At nodes we have to state some continuity conditions. To this end,
we introduce node pressure variables

pu(t) ∈ [p−u , p+
u ] for all u ∈ V , t ∈ [0, T ].

Continuity of gas pressure along nodes is then given by

pu(t) = pa,u(t) for all a ∈ δin(u) ∪ δout(u)
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for all t ∈ [0, T ]. Finally, continuity of mass flows at a node u is described by

qu(t) +
∑

a∈Api∩δin(u)

qa,u(La, t) +
∑

a∈Aact∩δin(u)

qa(t)

=
∑

a∈Api∩δout(u)

qa(0, t) +
∑

a∈Aact∩δout(u)

qa(t)

for all t ∈ [0, T ], where

qu(t)


≥ 0 for all u ∈ V+,

≤ 0 for all u ∈ V−,

= 0 for all u ∈ V0

is the amount of supplied or discharged or gas at node u and Aact := Acv∪Avl∪Acm

is used to abbreviate the set of active network elements.

2.5. Objective Functions. There are many reasonable objective functions in gas
transport optimization. We are interested in the question whether, given an initial
state, the network can be controlled such that another prescribed state can be
reached in a certain amount of time. This question is motivated by the desire to
satisfy a given demand and related to problems of exact nodal controllability, see,
e.g., [21]. Since the aim is to track the desired state, this leads us to tracking-type
objective functions. For this, let

p̂V± := (p̂u)u∈V± , q̂V± := (q̂u)u∈V± , V± := V+ ∪ V−
describe the state to be reached given as vectors of pressures and mass flows at
boundary nodes. Using the analogous notation

pV±(T ) := (pu(T ))u∈V± , qV±(T ) := (qu(T ))u∈V± ,

the tracking-type objective function reads

J(pV±(T ), qV±(T )) := η
∥∥pV±(T )− p̂V±

∥∥+ µ
∥∥qV±(T )− q̂V±

∥∥ , (5)

where η,µ ≥ 0 are scaling factors.
For the moment, we do not specify the vector norm. Later, when we want to

solve mixed-integer linear problems, compatible norms are the 1- and ∞-norm.

3. Instantaneous Control

The problem described in the last section combines discrete decisions and is
constrained by a system of time-dependent hyperbolic partial differential equations
on a graph. To the best of our knowledge, no general-purpose solution strategies
exist to directly tackle such mixed-integer optimal control problems (MIOCPs) on
graphs. See, e.g., the recent survey [24] for more details about this and related
problem classes.

One remedy is to semi-discretize the problem, i.e., to discretize the time hori-
zon [0, T ]. To this end, we consider the set K := {0, . . . ,K−1} and the corresponding
discretization 0 = t0, t1, . . . , tK = T with ∆tκ = tκ+1 − tκ for all κ ∈ K. The result-
ing problem is still an MIOCP that is “only” constrained by a system of ordinary
differential equations (ODEs) on a graph. Depending on the applied time discretiza-
tion, this ODE constrained MIOCP is still out of reach for general-purpose methods:
even for this discrete-time optimization problem, no published algorithm for its
solution seems to be available. The situation changes if we consider optimization
problems that arise if we consider the discretized time steps separately. To this aim
we now consider an instantaneous control approach, which is stated in an abstract
manner in Alg. 1.
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Algorithm 1 Instantaneous Control Algorithm
Input: The original MIOCP, a discretized time horizon, and a semi-discretization

scheme for the Euler equations. Initial conditions p0
u for all u ∈ V , q0

a,u, q0
a,v for

all a = (u, v) ∈ Api, and q0
a for all a ∈ A \Api.

1: for κ = 0, . . . ,K − 1 do
2: Setup the optimization problem (Pκ+1) for time step tκ+1 that only depends

on the state at the previous time step tκ and solve (Pκ+1).
3: end for

There are some open questions regarding Alg. 1. First of all: How does the
problem (Pκ+1) exactly look like that we have to solve in every iteration of our
instantaneous control approach. As we have seen in the previous section, all network
elements except for pipes only depend on a single point in time. Moreover, these
models can be formulated using mixed-integer linear constraints that do not contain
any differential equations. In what follows, we denote this mixed-integer linear
constraint set (for time step κ) as

Aκ+1xκ+1 +Bκ+1zκ+1 = 0, Cκ+1xκ+1 +Dκ+1zκ+1 ≥ 0,

where xκ+1 and zκ+1 are the continuous and discrete variables, respectively. Thus,
when considering the objective function (5) we obtain the model

min Jκ+1 s.t. Aκ+1xκ+1 +Bκ+1zκ+1 = 0, (6a)

Cκ+1xκ+1 +Dκ+1zκ+1 ≥ 0, (6b)

xκ+1 ∈ Rnx , zκ+1 ∈ {0, 1}nz , (6c)

xκ+1 ∈ X κ+1, (6d)

where the abstract constraint (6d) models feasibility w.r.t. a suitable chosen semi-
discretization of the Euler equations on pipes. Possible concretizations for this
abstract constraint set are discussed in the next section. Finally, we have to decide
on an objective function for every time step:

Jκ+1 := η
∥∥(pu(tκ+1))u∈V± − (p̂u)u∈V±

∥∥+ µ
∥∥(qu(tκ+1))u∈V± − (q̂u)u∈V±

∥∥ ,

where η,µ > 0 are penalty parameters.
In order to finally specify Problem (6) we have to specify the abstract con-

straint xκ+1 ∈ X κ+1, i.e., we have to discuss the specific time discretization used to
semi-discretize the Euler system (4). Obviously, there is a large number of possible
discretizations. In the following section, we concentrate on those that yield tractable
models that are to be solved within our instantaneous control approach.

4. Discretization

In this section we discuss time discretization schemes that yield tractable prob-
lems that are to be solved in the instantaneous control algorithm. After time
discretization, we are still faced with a mixed-integer ODE constrained optimization
problem; see Model (6). We first characterize solutions of the semi-discretized
ODE system that we obtain after applying an implicit Euler discretization in time
(see Section 4.1). This characterization is then used to specify modified mixed
implicit-explicit Euler discretization in time that yield linear constraints for every
pipe within our instantaneous control approach (see Sections 4.2 and 4.3).

The discussed time discretization schemes are non-standard combinations of
explicit and implicit Euler discretizations. For the ease of presentation, we drop the
arc index a throughout this section.
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4.1. Fully Implicit Euler Discretization. We consider System (4), substitute
q ← q/A, and abbreviate θ = λ/D. System (4) is then equivalent to

∂tp+ c2∂xq = 0,

∂tq + ∂xp = −θc
2

2

q|q|
p
− gh′

c2
p.

Using time steps ∆tκ, κ ∈ K, an implicit Euler discretization in time yields
pκ+1 − pκ

∆tκ
+ c2∂xqκ+1 = 0,

qκ+1 − qκ
∆tκ

+ ∂xpκ+1 = −θc
2

2

qκ+1|qκ+1|
pκ+1

− gh′

c2
pκ+1,

(7)

or, in vector notation,

∂x

(
qκ+1

pκ+1

)
+

[
0 1

c2∆tκ
1

∆tκ
0

](
qκ+1

pκ+1

)
=

(
pκ

c2∆tκ

− θc22
qκ+1|qκ+1|
pκ+1

− gh′

c2 pκ+1 + qκ
∆tκ

)
, (8)

under the initial conditions(
qκ+1(0)
pκ+1(0)

)
= y0 ∈ R× R>0. (9)

Theorem 4.1. Let
ξ(x) =

1

2
exp

(
x

c∆tκ

)
and

f(x) =
pκ(x)

c2∆tκ
,

g(x, qκ+1, pκ+1) = −θc
2

2

qκ+1(x)|qκ+1(x)|
pκ+1(x)

− gh′

c2
pκ+1(x) +

qκ(x)

∆tκ
.

Then, the solution of the ODE system (7) under the initial conditions (9) satisfies

qκ+1(x) = (ξ(x) + ξ(−x)) qκ+1(0) +

(
−1

c
ξ(x) +

1

c
ξ(−x)

)
pκ+1(0)

+ Iq(x, qκ+1(x), pκ+1(x))

(10)

and
pκ+1(x) = (−cξ(x) + cξ(−x)) qκ+1(0) + (ξ(x) + ξ(−x)) pκ+1(0)

+ Ip(x, qκ+1(x), pκ+1(x))
(11)

with

Iq(x, qκ+1(x), pκ+1(x)) = Ifq (x) + Igq (x, qκ+1(x), pκ+1(x)),

Ip(x, qκ+1(x), pκ+1(x)) = Ifp (x) + Igp (x, qκ+1(x), pκ+1(x))

and

Ifq (x) =

∫ x

0

(ξ(x− s) + ξ(−(x− s))) f(s) ds,

Igq (x, qκ+1(x), pκ+1(x)) =

∫ x

0

(
−1

c
ξ(x− s) +

1

c
ξ(−(x− s))

)
g(s, qκ+1, pκ+1) ds,

Ifp (x) =

∫ x

0

(−cξ(x− s) + cξ(−(x− s))) f(s) ds,

Igp (x, qκ+1(x), pκ+1(x)) =

∫ x

0

(ξ(x− s) + ξ(−(x− s))) g(s, qκ+1, pκ+1) ds.
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Proof. Using the abbreviations

y :=

(
qκ+1

pκ+1

)
, B :=

[
0 1

c2∆tκ
1

∆tκ
0

]
,

we see that System (8) is equivalent to

∂xy +By =

(
f
g

)
. (12)

By Duhamel’s formula (see, e.g., [7, Theorem 3.4]) a solution of (12) is given by

y(x) = exp(−Bx)y0 +

∫ x

0

exp(−B(x− s))
(

f(s)
g(s, qκ+1, pκ+1)

)
ds, (13)

where y0 = (qκ+1(0), pκ+1(0))> consists of the mass flow and pressure values at the
beginning the pipe (x = 0). Diagonalization of −B yields

−B = SDS−1,

with

S =

[
− 1
c

1
c

1 1

]
, D =

[ 1
c∆tκ

0

0 − 1
c∆tκ

]
, S−1 =

[− c
2

1
2

c
2

1
2

]
and we thus have

exp(−Bx) =

[
− 1
c

1
c

1 1

] [
exp( x

c∆tκ
) 0

0 exp(− x
c∆tκ

)

] [− c
2

1
2

c
2

1
2

]
=

[
ξ(x) + ξ(−x) − 1

c ξ(x) + 1
c ξ(−x)

−cξ(x) + cξ(−x) ξ(x) + ξ(−x)

]
.

Analogously, we get

exp(−B(x− s)) =

[
ξ(x− s) + ξ(−(x− s)) − 1

c ξ(x− s) + 1
c ξ(−(x− s))

−cξ(x− s) + cξ(−(x− s)) ξ(x− s) + ξ(−(x− s))

]
.

Substituting both matrix exponentials into (13) finally yields the theorem. �

Implicit Euler discretization in time as considered in the last theorem is a
standard approach for the Euler equations in gas transport; see, e.g., [47]. However,
for this setting the last theorem does not explicitly state an algebraic solution of the
ODE system (8) but gives us some guidance on how to obtain such a formulation.
Neglecting the integrals in (10) and (11) would directly yield a linear set of constraints
that couple the mass flow and gas pressure values at the end of the pipe (x = L)
with the values at its beginning (x = 0). The nonlinearity (w.r.t. terms of the time
step tκ+1) only appears due to the inhomogeneity g that contains nonlinearities in
mass flow qκ+1 and pressure pκ+1. Thus, a fix-point equation still has to be solved.
This nonlinearity remains independent of whether we use an analytical formula for
the antiderivatives of the integrals or whether we use numerical integration schemes
like the trapezoidal rule that would still require the evaluation of nonlinearities in
qκ+1 and pκ+1.

4.2. Mixed Implicit-Explicit Euler Discretization. Guided by the results of
the last section we now reduce the resulting nonlinearity in the right-hand side of
the semi-discretized system. To this end, we consider the case in which we replace
the inhomogeneity g(x, qκ+1, pκ+1) in Theorem 4.1 with g̃(x) given as

g̃(x) := −θc
2

2

qκ(x)|qκ(x)|
pκ(x)

− gh′

c2
pκ(x) +

qκ(x)

∆tκ
,
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i.e., we apply an explicit Euler discretization to the right-hand side of the momentum
equation in (4):

pκ+1 − pκ
∆tκ

+ c2∂xqκ+1 = 0,

qκ+1 − qκ
∆tκ

+ ∂xpκ+1 = −θc
2

2

qκ|qκ|
pκ

− gh′

c2
pκ.

(14)

Applying the same arguments as before we obtain the following result.

Corollary 4.2. Let ξ, f , and Ifq as well as Ifp (x) be given as in Theorem 4.1. Then,
the solution of the ODE system (14)

∂x

(
qκ+1

pκ+1

)
+

[
0 1

c2∆tκ
1

∆tκ
0

](
qκ+1

pκ+1

)
=

(
pκ

c2∆tκ

− θc22
qκ|qκ|
pκ
− gh′

c2 pκ + qκ
∆tκ

)
under the initial conditions(

qκ+1(0)
pκ+1(0)

)
= y0 ∈ R× R>0

is given by

qκ+1(x) = (ξ(x) + ξ(−x)) qκ+1(0) +

(
−1

c
ξ(x) +

1

c
ξ(−x)

)
pκ+1(0) + Ĩq(x)

and

pκ+1(x) = (−cξ(x) + cξ(−x)) qκ+1(0) + (ξ(x) + ξ(−x)) pκ+1(0) + Ĩp(x)

with
Ĩq(x) = Ifq (x) + Ĩgq (x), Ĩp(x) = Ifp (x) + Ĩgp (x)

and

Ĩgq (x) =

∫ x

0

(
−1

c
ξ(x− s) +

1

c
ξ(−(x− s))

)
g̃(s) ds,

Ĩgp (x) =

∫ x

0

(ξ(x− s) + ξ(−(x− s))) g̃(s) ds.

The latter theorem reveals the fact that an explicit discretization of the source
terms yield solutions qκ+1(x) and pκ+1(x) that depend linearly on the (spatial)
initial values qκ+1(0) and pκ+1(0) because the integrals only depend on the solution
of the previous time step, i.e., on qκ and pκ. These two quantities are known at the
beginning and at the end of the pipe as a result of the problem solved in the last
step of the instantaneous control approach. Thus, the integrals Ĩq(La) and Ĩp(La)

can be evaluated using the trapezoidal rule, yielding Îq(La) and Îp(La). We see
that we obtained the affine-linear set of constraints

qa,v(tκ+1) = (ξ(La) + ξ(−La)) qa,u(tκ+1)

+

(
−1

c
ξ(La) +

1

c
ξ(−La)

)
pa,u(tκ+1)

+ Îq(La),

(15)

and
pa,v(tκ+1) = (−cξ(La)) + cξ(−La))) qa,u(tκ+1)

+ (ξ(La)) + ξ(−La))) pa,u(tκ+1)

+ Îp(La)

(16)

for every pipe a = (u, v) ∈ Api. Hence, we have found an affine-linear representation
of gas dynamics in the variables

qa,u(tκ+1), pa,u(tκ+1), qa,v(tκ+1), pa,v(tκ+1).
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4.2.1. Steady-State Consistent Ansatz Functions for Numerical Integration. The
usage of the trapezoidal rule to evaluate the integrals in (15) and (16) is motivated
by the fact that the only values of the functions qκ(x) and pκ(x) (with x ∈ [0,L])
we know are those for x ∈ {0,L}. The trapezoidal rule corresponds to a linear
interpolation of the points (0, pκ(0)) and (L, pκ(L)) (and analogously for qκ).

Another ansatz function that one may use is motivated by steady-state solutions
of the Euler equations; see, e.g. [12, 45]. Using suitable assumptions, it is known
that the stationary variant

∂xq = 0,

∂xp = −θc
2

2

q|q|
p
− gh′

c2
p

of System (4) with initial values q(0) and p(0) has the solution

q(x) = const

and
p(x) =

√
p(0)2 − c2θq(x)|q(x)|x (17)

for h′ = 0 as well as

p(x) =

√
p(0)2 − c2θq(x)|q(x)|(exp(S̃x)− 1)/S̃

√
exp(−S̃x), (18)

for h′ 6= 0, where the abbreviation S̃ = (2gh′)/c2 is used. These formulas for the
pressure drop are known as the Weymouth equations.

It is also possible to use these functions as steady-state consistent ansatz functions
for numerical integration. This means that the points used for numerical integration
satisfy the steady-state equations, which can be achieved as follows. If the flow q̃κ
is constant in x (which also implies qκ(0) = qκ(L)), the pressure values used for
numerical integration should satisfy the stationary pressure drop relation given
in (17) or (18), respectively. Thus, by using the linear interpolation

q̃κ(x) = qκ(0) +
x

L
(qκ(L)− qκ(0))

for the flows (as it is the case for the trapezoidal rule) and then applying this flow
approximation to the pressure formula (17) or (18), i.e.,

p̃κ(x) =
√
pκ(0)2 − c2θq̃κ(x)|q̃κ(x)|x

for h′ = 0 as well as

p̃κ(x) =

√
pκ(0)2 − c2θq̃κ(x)|q̃κ(x)|(exp(S̃x)− 1)/S̃

√
exp(−S̃x)

for h′ 6= 0 yields values qκ(0), q̃κ(L), pκ(0), and p̃κ(L) (or even more values
q̃κ(x), p̃κ(x) for x ∈ (0,L)) that are consistent with the steady states in (17) or (18)
and that can be used for our numerical integration.

4.3. Mixed Implicit-Explicit Euler Discretization of the Source Terms.
Regarding the two last time discretization schemes, i.e., the fully implicit and the
mixed implicit-explicit scheme, one may also think of a further intermediate case.
We now show that this intermediate case also yields affine-linear formulations of the
pipe’s outflow values in dependence of the corresponding inflow values.

To this end, we apply a mixed explicit-implicit discretization of the source term
of the momentum equation and obtain the ODE system

pκ+1 − pκ
∆tκ

+ c2∂xqκ+1 = 0, (19)

qκ+1 − qκ
∆tκ

+ ∂xpκ+1 = −θc
2

2

|qκ|qκ+1

pκ
− gh′

c2
pκ. (20)
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This can be written in vector form as

∂x

(
qκ+1

pκ+1

)
+

[
0 1

c2∆tκ
1

∆tκ
+ c2θ

2
|qκ|
pκ

0

](
qκ+1

pκ+1

)
=

(
pκ

c2∆tκ

− gh′c2 pκ + qκ
∆tκ

)
. (21)

The initial conditions are again given by(
qκ+1(0)
pκ+1(0)

)
= y0 ∈ R× R>0.

The main difference w.r.t. System (8) obtained using the mixed implicit-explicit
discretization is the dependence of the system matrix on x due to the appearing
functions pκ and qκ.

Using the notation

M(x) =

[
0 1

c2∆tκ
1

∆tκ
+ c2θ

2
|qκ(x)|
pκ(x) 0

]
, h(x) = −gh

′

c2
pn(x) +

qκ(x)

∆tκ

and f as well as y as before, System (21) reads

∂xy(x) +M(x)y(x) =

(
f(x)
h(x)

)
.

Denote F (x) :=
∫ x

0
−M(s) ds. Then a solution is given by

y(x) = exp(F (x))

(
y0 +

∫ x

0

exp(−F (s))

(
f(s)
h(s)

)
ds

)
.

Given this solution, the question is how to obtain an affine-linear constraint set as
in Section 4.2. The idea is again to use numerical integration. First, we approximate
F (L) and the inner integral using the trapezoidal rule, i.e.,

exp(F (L)) ≈ exp

(
−L

2
(M(0) +M(L))

)
and∫ L

0

exp(−F (s))

(
f(s)
h(s)

)
ds ≈ L

2

(
exp(−F (L))

(
f(L)
h(L)

)
+ exp(−F (0))

(
f(0)
h(0)

))
.

After applying these numerical integrations (together with the computation of the
matrix exponentials) we finally obtain the affine-linear formulation

y(L) =

(
qκ+1(L)
pκ+1(L)

)
≈ exp

(
−L

2
(M(0) +M(L))

)(
qκ+1(0)
pκ+1(0)

)
+
L

2
exp

(
−L

2
(M(0) +M(L))

)(
exp(−F (L))

(
f(L)
h(L)

)
+ exp(−F (0))

(
f(0)
h(0)

))
.

5. Existence and Uniqueness of the
Semi-Discretized System on Networks

The results in the last section reveal that there exist time discretization schemes
that yield affine-linear models of gas physics in pipes in an instantaneous control
approach. The keys to this result are Theorem 4.1 and Corollary 4.2 that characterize
or explicitly state solutions of the ODE system on a single pipe. By this, solutions
of these ODE systems on single pipes exist and are unique.

The question remains whether the corresponding ODE systems in a network that
induces further continuity conditions on nodes is well-posed as well. In this section,
we prove that this is the case for the linear model that results from the mixed
implicit-explicit time discretization in Section 4.2; see Corollary 4.2. The proof is
given for passive networks only, i.e., we have A = Api, but we discuss extensions to
the active case afterward. To this aim, we consider System (14). We neglect the
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index κ+ 1 as it represents the actual unknown variables. We differentiate the first
equation with respect to x and obtain

∂xp+ ∆tκc
2∂xxq = ∂xpκ,

q + ∆tκ∂xp = −∆tκ

(
θc2

2

qκ|qκ|
pκ

+
gh′

c2
pκ

)
+ qκ.

Using the first equation in the second, we arrive at

q −∆t2κc
2∂xxq = −∆tκ

(
θc2

2

qκ|qκ|
pκ

+
gh′

c2
pκ

)
+ qκ −∆tκ∂xpκ. (22)

Thus, the system can be reduced to a single equation of second order in space.
Indeed, (22) is an elliptic (ordinary) differential equation. We now turn to the graph
representation. For this, we need to split the node set V into the set of simple
nodes V S := {u ∈ V : |δ(u)| = 1} and the set of nodes V M = V \ V S with more
than one incident arc. Here and in what follows, we set δ(u) := δin(u) ∪ δout(u).

Without loss of generality, we assume that there is only demand and supply at
simple nodes u ∈ V S. Thus, at nodes u ∈ V M we have the transmission conditions

pa,u − pa′,u = 0 for all a, a′ ∈ δ(u), (23)∑
a∈δin(u)

qa,u −
∑

a∈δout(u)

qa,u = 0. (24)

We may now rewrite the transmission conditions in terms of the mass flows using
the continuity equation (19). As the pressures of the last time step satisfy the
transmission conditions (23), we have

∂xqa,u = ∂xqa′,u for all u ∈ V M, a, a′ ∈ δin(u) ∪ δout(u),

in addition to the classical flow conservation condition (24). We are now ready to
write down the full system on the graph. Defining

fa := −∆tκ

(
θac

2

2

qa,κ|qa,κ|
pa,κ

+
gh′a
c2

pa,κ

)
+ qa,κ −∆tκ∂xpa,κ, γ := ∆t2κc

2

for a ∈ A and x ∈ (0, 1) we then obtain the system

qa − γ∂xxqa = fa for all a ∈ A,x ∈ (0, 1), (25a)

∂xqa,u − ∂xqa′,u = 0 for all u ∈ V M, a, a′ ∈ δ(u), (25b)∑
a∈δin(u)

qa,u −
∑

a∈δout(u)

qa,u = 0 for all u ∈ V M, (25c)

qa,u = ωu for all u ∈ V S
D , a ∈ δ(u), (25d)

∂xqa,u = ωu for all u ∈ V S
N , a ∈ δ(u), (25e)

Where ωu ∈ R denotes the Dirichlet data for u ∈ V S
D and the Neumann data

for u ∈ V S
N , respectively. For this, the set of simple nodes was split into Dirichlet

nodes V S
D and Neumann nodes V S

N . The problem of well-posedness for the discretized
system (14) on the graph G reduces to the well-posedness of the linear elliptic
system (25) on the same graph. System (25) with transmission conditions (25b)
replaced with the classical conditions (23) has been analyzed in the literature; see,
e.g., [30]. It turns out that, in this case, for any graph G such that each node is
connected to a Dirichlet node by a simple path, the underlying elliptic operator is
self-adjoint and positive definite. Thus, the problem admits a unique solution. The
same argument holds true in case of (25), as the transmission conditions in (25)
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also lead to a self-adjoint and positive definite operator on the graph G. Using the
notation

da,u =


1, if a = (u, v) for some v ∈ V ,

−1, if a = (v,u) for some v ∈ V ,

0, else,
one can verify that, indeed, the Lagrange identity

〈Aq,φ〉 :=
∑
a∈A

∫ La

0

(qa − γ∂xxqa)φa dx

=
∑
u∈V

∑
a∈δ(u)

da,uγ∂xqa,uφa,u +
∑
a∈A

∫ La

0

(qaφa + γ∂xqa∂xφa) dx

=
∑
u∈V

∑
a∈δ(u)

da,uγ∂xqa,uφa,u −
∑
u∈V

∑
a∈δ(u)

da,uγqa,u∂xφa,u + 〈q,Aφ〉

= 〈q,Aφ〉
holds for all q,φ ∈ D(A), where the domain D(A) is given by

D(A) :=
{
q = (qa)a∈A ∈ Πa∈AH

2(0,La) :

qa,u = 0, u ∈ V S
D , a ∈ δ(u),

∂xqa,u = 0, u ∈ V S
N , a ∈ δ(u),

∂xqa,u = ∂xqa′,u, u ∈ V M, a, a′ ∈ δ(u),∑
a∈δin(u)

qa,u =
∑

a∈δout(u)

qa,u, u ∈ V M}
Thus, we can define the unbounded and self-adjoint operator

Aq := (qa − γ∂xxqa)a∈A

with domain D(A) in the Hilbert space H := Πa∈AL2(0,La). This operator satisfies
〈Aq, q〉 ≥ ‖q‖2H. Using the energy space

V :=
{
q = (qa)a∈A ∈ Πa∈AH

1(0,La) :

qa,u = 0, u ∈ V S
D , a ∈ δ(u),

∂xqa,u = 0, u ∈ V S
N , a ∈ δ(u),∑

a∈δin(u)

qa,u =
∑

a∈δout(u)

qa,u, u ∈ V M}
we have shown the following well-posedness result.

Theorem 5.1. Let a gas network G = (V ,A) be given such that each node is
connected to a Dirichlet node by a simple path. Moreover, let controls ωu, u ∈ V S,
and right-hand sides f ∈ H be given. Then, there exists a unique solution q ∈ D(A)
of System (25). If f ∈ V∗, then there is a unique solution q ∈ V.

Before we close this section let us briefly discuss the case of networks that also
comprise active elements like valves, control valves, and compressors. All of them can
be operated in bypass mode (or be simply open in the case of valves). The bypass
case in which no pressure difference appears and in which no further constraints
regarding in- and outflows are present coincides with the case of Theorem 5.1 on a
slightly modified graph, in which we identify nodes that are connected with such a
bypass. If the valves are closed this corresponds to a change of the topology of the
network, in which the corresponding arcs are removed. Again, Theorem 5.1 applies.
The case with active compressors is more involved and not discussed in this article.
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Figure 2. Test network: All entry and exit nodes are marked gray
and all smaller black nodes are inner nodes. Arcs without technical
symbol are pipes.

6. Computational Results

In this section we consider case studies to illustrate the applicability of our
instantaneous control approach to realistic control problems. Throughout this
section, we consider the test network given in Figure 2. The network is taken
from [10]. It contains 16 nodes: 2 entries (S1, S2), 3 exits (T1, T2, T3), and one
flexible boundary (F) that can be entry and exit over time.1 All remaining nodes
(10) are inner nodes. The nodes are connected by 17 arcs that comprise 12 pipes,
3 compressors (Cs1, Cs2, Cs3), one valve (Vl), and one control valve (Cv). The total
pipe length is 92 km with separate pipe varying between 5 km to 12 km. The pipes’
diameters vary between 0.5 m to 1.1 m and the roughness values lie between 0.01 mm
to 0.05 mm. The planning horizon is 3 hours that we split in three consecutive time
intervals of 1 hour with separate control targets. We choose a time discretization of
1 min and a spatial discretization of 100 m yielding 180 time intervals and in total
920 spatial intervals. For the ease of implementation the discussed results all have
been obtained with the mixed implicit-explicit time discretization (14) presented
in Section 4.2. It is also an interesting question how the results of the chosen
discretization compares to the results of other MIP-compatible schemes that are
discussed in Section 4. However, a detailed numerical comparison is out of scope of
this paper and topic of future research.

The initial state is a stationary state of the network in which all active elements
are open and inactive, i.e., the valve is open, and all compressor stations and the
control valve are in bypass mode. The entry S1 supplies 96 kg s−1 and entry S2
delivers 19 kg s−1. The exit customers T1 and T3 only withdraw small amounts
of 2 kg s−1 and 4 kg s−1, respectively, whereas exit T2 models a large industrial
customer that withdraws 108 kg s−1. Since the flow values in the initial state are
comparably small and all compressors are in bypass mode, all pressure values are
around 60 bar.

Our instantaneous control approach and all models have been implemented using
the C++ framework LaMaTTO++ for modeling and solving mixed-integer nonlinear
optimization problems on networks [31]. All MIP models have been solved with
Gurobi 6.5.0 [20] using all available threads. All MIPs of the separate time steps
are of same size: 2316 variables and 2460 constraints. The constraint matrix has
7735 non-zeros. Gurobi’s presolve typically removes approximately 280 variables and
240 constraints. Approximately 5 % of all variables are binaries. We remark that a
fully coupled time-discretized problem would consist of more than 400 000 constraints,

1We remark that the consideration of flexible nodes is not completely in line with the network
model presented in Section 2 because u ∈ V− or u ∈ V+ for a node u 6∈ V0 does not hold anymore
for all time steps. However, all required changes in the model are straightforward.
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Figure 3. Gurobi’s running times for solving all time-discrete MIPs
(for t1, . . . , t180) of the instantaneous control method

almost 450 000 variables (out of which approximately 20 000 would be binary), and
additional nonlinearities. The comparably small size of the single MIPs yield fast
solution times. All computations have been performed on an Intel c© CoreTMi5-
3360M CPU with 4 cores and 2.8 GHz each and 4 GB RAM. The running times of
all 180 MIPs are given in Figure 3. All of them lie between 0.4 s to 0.9 s with an
aggregated running time of 104 s.

Before we describe the results in detail, we have to discuss some technical issues
regarding the chosen objective function. We use the tracking type function of
Section 2.5 with µ� η, i.e., we penalize deviations of the target flows much harder
than deviations in target pressure. Moreover, we allow different penalty parameters
µu and ηu for all nodes u ∈ V± in order to put more emphasis on the control of
certain nodes. Finally, we use the max-norm in (5), i.e.,

min
x,y∈Rn

‖x− y‖∞, ‖x− y‖∞ := max
i=1,...,n

|xi − yi|

that we equivalently reformulate by minimizing the auxiliary variable w ∈ R≥0 and
additionally imposing the constraints

xi − yi = zi, zi = z+
i − z−i , z+

i , z−i ≥ 0, z+
i + z−i ≤ w

for all i = 1, . . . ,n that make use of the auxiliary variables zi, z+
i , z−i ∈ R.

We now turn to the discussion of the results of the instantaneous control approach.
First, we have to note that the instantaneous control approach will obviously have
limitations in reaching terminal states that require an action early in the control
period or that considerably differ from the initial state. This is why we split the
time horizon of 3 hours into 3 blocks of 1 hour each and state a new tracking target
in every control sub-period, i.e., in every hour. On the other hand, in real-time
operations this strategy may be used to address uncertainties that realize during
the considered overall time horizon.

As already discussed in the description of the initial state we start with an almost
equal pressure of approximately 60 bar at all nodes. The pressure and flow profiles of
all entries and exits as well as all the pressure difference profiles for the compressor
stations and the control valve are given in Figure 4. The first state that we reach is
a higher pressure of 65 bar for the exit customer at T1. All other pressures may be
adjusted as required within certain technical bounds that ensure the validity of our
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physics model and the penalty parameters µ are chosen such that the amount of
supplied and discharged flows stay almost constant over time. In Figure 4 (top) we
see that the desired state is achieved after less than half an hour. The main burden
lies on the compressor station Cs1 that directly starts compression; see Figure 4
(middle). To this end, it uses the gas in its inflow edges to obtain the required
downstream pressure, which yields a pressure drop at the upstream entry nodes
as it can be seen in Figure 4 (top). In Figure 4 (bottom) it is also visible that all
nodes shortly deliver more or withdraw less gas to increase the overall amount of
gas in the network and, thus, the pressure level. Taking a last look at the top figure
we also see that all downstream pressures of Cs1 stabilize in a similar way than the
outflow pressure at T1 yielding a new stationary state.

The next state to reach is an even higher outflow pressure (70 bar) at exit customer
node T2. To achieve this goal similar phenomena as before can be observed. The
compressor station Cs3 also starts to compress; see Figure 4 (top and middle). As
before, this leads to decreased pressures in the upstream pipes of Cs3, which is
the reason why the already running compressor station Cs1 further increases its
compression ratio in order to preserve the target pressure at T1 of the previous
control period. Activating Cs3 instead of Cs2 follows the intuition that the shortest
control period required is achieved if the “nearest” active network device is used.
The in- and outflows are also used shortly to fill the pipes with additional gas to
boost the pressure level throughout the network before all in- and outflow pressure
and mass flow profiles stabilize in a new stationary state.

Starting with this state we finally try to control the network towards a stationary
state in which the outflow pressure at the exit node T3 is decreased to 55 bar. The
main device used to reach this state is the control valve Cv. It directly starts to
decrease its outflow pressure to the required level (Figure 4; top and middle). This
also yields increased pressures in the upstream pipes of Cv, which, in turn, lead to
the situation that the upstream compressor station Cs1 does not need to preserve
its high pressure ratio of the previous control period.

At the beginning of the of third control period we observe some irregular behavior
of the compressor station Cs1. This chattering is not a desirable behavior, especially
for the active compressors, but currently nothing in our model avoids this behavior,
especially because the max-norm objective function typically does not yield unique
solutions in a MIP context. However, regularizing objective terms and/or constraints
that smooth out these aspects can be easily added to our model if required. A video
of the resulting network state over time is available online.2

To conclude our discussion of the ability of our instantaneous control approach,
we plot the pressure differences of the respective initial and desired target state
over time in Figure 5. It can clearly be seen that, despite the behavior in control
period 2 at the very beginning of that period, we always observe a slightly superlinear
decrease in the difference to the target state.

As a second case study, we also analyze the observability of the physical phenome-
non of pressure and flow waves within a single pipe. To this end, we use a pipe with
a length of 10 km, a diameter of 0.7 m, and a roughness of 0.1 mm. Between the first
and the fifth second 600 kg s−1 are supplied at the pipe’s inlet and 200 kg s−1 are
supplied in the initial second and from second 6 on. We choose a time discretization
of 1 s and spatial discretization of 5 m. Using these high resolutions, our model is
able to observe flow and pressure waves within pipes as shown in Figure 6.

To subsume, we see that our instantaneous control method yields plausible
physical solutions and allows for controlling between different stationary states that
do not differ too much. The comparison of the time required to control a gas network

2http://www.mso.math.fau.de/fileadmin/wima/data_members/schmidt/inst-control.mp4

http://www.mso.math.fau.de/fileadmin/wima/data_members/schmidt/inst-control.mp4
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and the computation times of our method additionally suggests that the approach
can indeed be used for online control of realistic gas networks with discrete and
continuous controls.

7. Conclusion

There is no doubt that mixed-integer optimal control problems that are con-
strained by systems of partial differential equations on a graph are extremely
challenging. The transient control of gas networks that we considered in this paper
is a specific instance of the above mentioned problem class. Our contribution is
an approach to combine the aspects that make the problem hard: discrete controls
with nonlinear physics described by time-dependent differential equations. The
proposed instantaneous control method together with suitable time discretizations
of the networked PDE systems allows to re-use mixed-integer linear techniques
for stationary versions of the problem that have been developed in the last years.
We have shown the existence and uniqueness of affine-linear solutions of suitable
time-discretized variants of the problem and illustrated that the resulting MIP-based
algorithm is capable of effectively controlling realistic gas networks.

A lot of research still remains to be done. We sketch two branches of future work:
First, our instantaneous control method is a special case of so-called model predictive
or receding horizon control and one drawback of our method is the minimum time
window size that we consider in instantaneous control. Thus, the question arises
whether there are suitable, i.e., theoretically rigorous and computationally tractable,
generalizations of our method to larger time windows. Second, if one adheres to
instantaneous control, the obvious question arises on how to effectively solve the
mixed-integer nonlinear problems that occur in every time step if we choose standard
implicit Euler discretizations in time.
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