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a b s t r a c t

This paper addresses the optimal scheduling of straight pipelines featuring multiple intermediate nodes
acting as dual-purpose stations, with a continuous-time Mixed-Integer Linear Programming formulation
partly derived from Generalized Disjunctive Programming. The new model allows for an intermediate
station to act as an output and input terminal at the same time so as to reduce the number of segment
switches between active and idle, and consequently decrease operating costs. Contrary to previous ap-
proaches, decisions related to batch sizing, batch sequencing and timing are determined in a single step.
Several examples of growing complexity are solved to illustrate the effectiveness and computational
advantage of the proposed model in both solution quality and CPU time.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Pipelines are the most reliable and cost-effective way of
transporting large amounts of refined petroleum products from
major supply sources to distribution centers [1]. Pipelines usually
operate without interruption and can carry a variety of petroleum
products (e.g. gasoline, kerosene, jet fuel, diesel, heating oil, li-
quefied petroleum gases), accounting for around two-thirds of all
refined petroleum products shipped in the US [2,3]. Common
carrier pipeline networks have grown extensively and have be-
come more complex structurally. While this makes it more chal-
lenging to meet the goal of satisfying demand on time at the dif-
ferent locations (recall that the pipeline scheduling problem con-
tains the Hamiltonian path that is known to be NP-complete when
interface restrictions are taken into account [4]), it may also in-
crease the benefits from optimal operation and planning. Note that
due to the large investment and operation costs, even small im-
provements can involve considerable amounts of money [5].

The planning and scheduling of multiproduct pipelines have
been addressed from different perspectives such as knowledge-
based heuristic techniques [6], simulation tools [7,8], decomposi-
tion methods [9,10] and mathematical programming models,
which are typically of the mixed-integer linear type (MILP) but
may also feature non-linear constraints (MINLP) [11]. The latter are
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usually divided into discrete and continuous time models. A dis-
crete-time approach divides the scheduling horizon into time in-
tervals of fixed duration and the pipeline into packages of uniform
sizes, each containing a single product [12–16]. In contrast, in a
continuous-time approach, the duration of the time slots will be
determined by the optimization so as to adjust to the optimal
batch sizes and pumping rates. Continuous-time approaches are
the latest trend and so will be overviewed next. Meanwhile, and
concerning the structural arrangement of the pipeline, one may
have the simplest case with a unique refinery and a depot [17–20],
a single refinery with several off-take terminals [2,21,14,22–25], a
straight system with multiple input and output stations [26–29], a
tree-like pipeline [30–32], to mesh-structured pipeline networks
[33–36].

When products are injected into a pipeline, mixing occurs at
their interface that results into product contamination. Such in-
terface volume typically returns to the refinery for reprocessing
and the cost of this operation is very high [37]. The extent of
mixing is a function of the characteristics of the pipeline (length
and diameter), the flow rate and the physical properties of the
products involved [2,21]. One way to decrease the interface cost is
to minimize the number of pipeline stoppages. It requires de-
termining the sequence and timing of stripping operations in re-
ceiving terminals for every pumping operation, which is referred
to as detailed scheduling.

Cafaro et al. [38,39,11] presented two-level hierarchical solution
approaches featuring continuous-time MILPs for the detailed sche-
duling of a single source pipeline with multiple output terminals. The
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upper level (aggregate schedule) seeks to find the optimal sequence of
product injections, the size and destination of each product batch. The
lower level involves the pump optimization phase (detailed schedul-
ing). They started [38] considering delivery to a single terminal at a
time, later [39] allowing for simultaneous deliveries and more recently
[11], accounting for flow rate dependent energy consumption with
nonlinear constraints. A straight pipeline with multiple dual-purpose
terminals was the subject of [40].

Mostafaei and co-workers [41,42] have shown that a sub-
stantial reduction in pump operating and restart/stoppage costs
can be achieved with an MILP continuous-time formulation that is
able to find the product sequencing, lot-sizing, pumping and de-
livery schedule in a single step. Ghaffari-Hadigheh and Mostafaei
[41] have dealt with a straight pipeline, one refinery and si-
multaneous deliveries to multiple output terminals. The tree-like
topology with a single refinery is tackled in [42] and, contrary to
[43], allows for simultaneous deliveries and flow rate limitations
that are a function of the pipeline segment diameter.

In this paper, we continue along the lines of a monolithic ap-
proach for the detailed scheduling of multiproduct pipelines. We
now focus on straight pipelines with multiple dual-purpose
terminals where simultaneous injections and deliveries are al-
lowed. It can be viewed as an upgrade of our model in [29] for the
same topology, which allowed a single terminal to inject into the
pipeline at any given time. In order to ensure an efficient MILP
formulation, we rely on Generalized Disjunctive Programming
[44–46] for deriving some of the constraints, applying convex-hull
or big-M reformulations of disjunctions and converting logic
propositions into integer inequalities. This model derivation ap-
proach has been shown to be useful for generating complex con-
straints when relying on a continuous-time representation for
scheduling [47–51].

The rest of the paper is organized as follows: Section 2 presents
a brief description of the problem under study. Section 3 puts
forward a motivating example to better highlight its features.
Section 4 derives the mixed integer linear programming model for
the detailed scheduling of the multi-source straight pipeline net-
works. Section 5 provides numerical examples to illustrate the
advantages resulting from allowing simultaneous injections and
from using a full-space rather than a decomposition approach.
Finally, the conclusions are given in Section 6.
2. Problem statement

We consider a pipeline system that must transport oil products from
some input terminals to a few output terminals. The straight pipeline
connects the first input terminal to the last output terminal and there
are a few single or dual purpose stations in between that can send/
receive products to/from the pipeline. The section of the pipeline con-
necting consecutive terminals is called a segment with the volume of a
product inside the segment being regarded as a batch or lot, see Fig. 1.

Consider the junction between a dual-purpose station and its
pipeline segments. Assuming material movement, five different
Fig. 1. Pipeline transportation pr
operating modes are allowed as shown in Fig. 2. In mode A, the
terminal is not involved and the material moves from one segment
to the next. In mode B, all the material arriving at the junction goes
to the terminal, which acts as an output node. In mode D, part of
the material goes to the terminal and part moves on. In mode C,
the terminal acts as an input node and no material is arriving from
segment −d 1. The new operating mode being handled in this
paper is mode E, with the terminal receiving material from seg-
ment −d 1 while simultaneously sending a different material to
segment d. Note that in real-world pipeline systems, pipeline
segment d can receive both from −d 1 and the terminal. Con-
sidering this additional operating mode will be the subject of fu-
ture work.

The remaining assumptions reflecting practical considerations
are as follows:

1. Unidirectional flow in the pipeline (from left to right in the
diagrams).

2. The pipeline is completely full with incompressible liquids. In
that way, when a given quantity of product is inserted into a
segment of the pipeline, the same quantity (of the same or
another product) leaves the segment at the other extremity.

3. At any time, at most a single batch (product) injection can be
performed at an input terminal.

4. At any time, an output terminal can receive material from a
single batch (product).

5. Flow rates at input terminals and pipeline segments can vary
within given ranges.

6. To avoid high product contamination, some product sequences
are forbidden.

7. Product demands are to be satisfied at the end of the time
horizon and are given data.
3. Motivating example

We start by showing the advantage of allowing simultaneous
injections and deliveries at dual purpose stations (mode E in
Fig. 2). The illustrative example involves the scheduling of a
multiproduct pipeline of 100 units in volume (v.u.), transporting
four products from three input terminals (N1, N2 and N3) to three
output terminals (N2, N3 and N4), with nodes N2 and N3 acting as
dual purpose stations (the pipeline topography and its initial si-
tuation can be found in the first line of Fig. 3). The admissible
product injection rate at input nodes, given in (v.u./h), are: [0.80,
1.40] for node N1, [0.60, 1.20] for node N2 and [0.40, 0.80] for node
N3 whereas the acceptable flow rate ranges (v.u./h) for pipeline
segments are as follows: [0.80, 1.40] for the first segment, [0.5,
1.20] for segment 2, and [0.3, 0.80] for the last one where the
pipeline presents a lower diameter.

The pipeline operator plans to supply 10 v.u. of product P2
( )P210 and P130 to terminal N2, product P240 to terminal N3, and
product P440 to terminal N4, within the next 4 days. There are
three additional constraints: (i) only 100 (v.u.) of product P1 at
oblem schematic overview.



Fig. 2. Possible active operating modes of the pipeline at a dual-purpose terminal junction.
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input node N1 and 20 (v.u.) of product P4 at input node N3 are
available for the next 4 days, (ii) the product delivery to the re-
ceiving terminals can have a maximum size of 30 (v.u.) and a
minimum size of 2.5 (v.u.), and (iii) any shipment pumped from
input terminals can have a maximum size of 80 (v.u.) and a
minimum size of 10 (v.u.). The aim is to meet product demands at
the minimum number of flow restarts/stoppages and on/off pump
switches.

First, we assume that simultaneous deliveries to receiving
terminals are forbidden and that at any time, a single output
terminal (between two active injection points) can receive pro-
ducts from the pipeline (here it refers to as non-simultaneous
Fig. 3. Pipeline schedule for the motivating example by showing few
delivery mode; NSD). The top of Fig. 3 depicts the pipeline sche-
dule for NSD. It includes five pumping operations and has a ma-
kespan of 86.89 h. Note that the third pumping run includes si-
multaneous injections at two input terminals N1 and N3. During
the injection of batch B3 from N1, the receiving terminal N3
should extract 30 v.u. of product P2 from batch B2. On the other
hand, batch B1 containing 20 units of product P4 is injected at
node N3 to transfer a similar amount of the same product to the
last terminal N4. The last two pumping runs insert an additional
amount of product P1 through batch B3 to fulfill product demands
at nodes N2 and N4. As can be seen from Fig. 3, segments 2 and
3 are inactive through the last operation that would need
er flow restart/stoppages for the simultaneous delivery mode.
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additional power consumption for streaming flow in the next runs.
The same example is tackled again but now allowing the output

terminals to receive product from the pipeline at the same time
(here referred to as simultaneous delivery mode; SID). The bottom
of Fig. 3 depicts the best pipeline schedule for SID. It includes two
pumping operations and has a makespan of 75.00 h that is 11.89 h
below the value for NSD. When the first pumping run is executed,
two input events take place: 30 units of product P1 are added to
batch B3 at a flow rate of 1.2 (v.u./h) and two output terminals N2
and N3 simultaneously receive material from the pipeline. During
this operation, dual-purpose node N3 inserts 20 units of product P4
into segment 3 at a flow rate of 0.8 (v.u./h), and the same amount of
products is discharged at the last terminal D4. Run 2 simultaneously
sends products from three batches (B3, B2 and B1) to depots N2, N3
and N4. The entire pipeline is kept in motion and therefore, there is
no flow stoppage in pipeline segments.
4. New optimization model

We now present the proposed MILP formulation for the short-
term scheduling of multiple source, straight pipeline systems,
which employs a continuous representation in both time and vo-
lume scales. Compared to our previous work in Mostafaei et al.
[29] we now: (i) allow multiple input terminals to feed the pipe-
line at the same time; (ii) detect when the flow in pipeline seg-
ments is resumed or stopped, since the cost of a pumping opera-
tion is mainly associated to how much energy will be required to
resume the flow in idle pipeline segments. The list of sets, para-
meters and decision variables is shown in Tables 1, 2 and 3.

4.1. Defining batches

As stated before, the volume of a product in a segment is re-
garded as a batch. The existent batches already in segment d at the
start of the scheduling horizon are considered as old batches
( = { … | ≤ })+ | |+ −I i i i n, , , 1d n n I n

old
1 1d

old , with batch ( < )i j1j streaming

immediately after batch −ij 1 inside segment d. The batch num-
bering is set from the last segment ( = | |)d D so that the first batch
in the last segment, touching the end of that segment, is num-
bered i1 (batch B1).

Remark 1. To account for the possibility of inserting a new batch
between two real old batches in mid-input nodes, empty batches
need to be defined. For example, the pipeline shown in
Fig. 1 includes an empty batch B3 between batches B2 and B4.

The first element of set ( ≠ | |)I d Dd
old is given by either |⋃ |′= +

| |
′

i Id d
D

d1
old

or |⋃ |+′= +
| |

′
i I 1d d

D
d1
old . If two old batches, transporting the same products,

touch each other at the junction of segments d and dþ1, then they
are given by |⋃ |′= +

| |
′

i Id d
D

d1
old . However, if the old batches have different

products, the batch number of the first lot in segment d will be

|⋃ |+′= +
| |

′
i I 1d d

D
d1
old . For instance in Fig. 1, there is only one product in the

last segment (Seg 4), and so we will have = { }I B14
old . For the third

segment (Seg 3), since the old lots touching each other at the
junction of segments 3 and 4 do not carry the same product, the
first batch in segment 3 is numbered by |⋃ |+ =′= + ′

i I 1 2d d3 1
4 old , and the

succeeding ones will be given by … | |+ −i i, , I3 2 13
old , i.e.,

= { }I B2, B3, B43
old (note that there are three old batches in seg-
ment 3 (| | = )I 33

old , with batch B3 being an empty lot). Similarly for
segment 2, we will have = { }I B52

old . For the first segment, since the
old batches touching the junction of segments 1 and 2 transport
the same product (P2), the first batch in the first segment is given
by |⋃ |=| { … } |=′= + ′

i I B1,B2, ,B5 5d d1 1
4 old , and the succeeding one is given by i6.

Now, suppose that n new batches are injected into the pipeline
shown in Fig. 1 during a known planning horizon (Inew; set of new
batches that would be injected into the pipeline). Then, the set
Id

new given by = { … |⋃ | + | |}⧹⋃′ ′ ′≥
| |

′I I I I1, 2, ,d d d d d
D

d
new old new old is the set

of new batches to be injected in segment d through the known
planning horizon hmax. For example, if two new batches B7 and B8
(| | = )I 2new are injected into the pipeline, then, set I4

new will be
defined as follows:

= { … |⋃ | + | |}⧹

⋃ = { … + } − { } = { … }

= { … }

′
′

′≥

| |

′

I I I

I

1, 2, ,

1, 2, , 6 2 1 2, 3, , 8

B2, B3, , B8 .

d
d

d

D

d

4
new old new

4

old

Remark 2. Set Id given by = ∪I I Id d d
new old is the set of product

batches to have travelled along segment d during the planning
horizon.

Remark 3. Segment d connects input node d at the origin of that
segment with output terminal d at the end of that segment and so
all mid nodes in the pipeline network are considered as dual
purpose terminals.

4.2. Sequencing composite pumping runs

To arrange the pumping operations through the planning hor-
izon, we first introduce the concept of composite pumping runs

∈k K . A composite run represents a group of simultaneous
pumping operations taking place at different input terminals
during a time interval of the scheduling horizon. Simultaneous
operations in a composite run should start and finish at the same
time. Furthermore, batch injections in composite run k should
begin after finishing operations related to run −k 1. Let con-
tinuous variables Sk and Lk represent the starting time and the
length of composite run ∈k K , respectively. Because the set of
composite runs is chronologically ordered,

− ≥ ∀ ∈ ( ≥ ) ( )− −S S L k K k, 2 . 1k k k1 1

For the first composite run, let = ( ≥ )S ST ST 01 , be a known value.
Then, the duration of all composite runs should not exceed hmax,
the overall length of the planning horizon.

∑ ≤
( )∈

L h .
2k K

k max

4.3. Allocating products to batches

Let us use the binary variable yi p, to represent the allocation of
product p to batch i. Every batch flowing inside the pipeline can at
most transport a single product. Hence,

∑ ≤ ∀ ∈
( )∈

y i I1, .
3p P

i p,

In order to reduce solution degeneracy, empty batches ∈i Inew

featuring =y 0i p, for all ∈p P should be placed at the end of the
sequence:

¬ ⋁ ⇒ ¬ ⋁ ∀ ∈
∈

−
∈

y y i I, .
p P

i p
p P

i p1, ,
new

This logic proposition can be reformulated into Eq. (4).

∑ ∑≤ ∀ ∈
( )∈ ∈

−y y i I, .
4p P

i p
p P

i p, 1,
new

4.4. Size of batch injection and the length of composite run ∈k K

Let 0–1 variable wi k d, , denote that a pumping operation
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belonging to composite run k inserts a batch ∈ ( ≥ | |)i I i Id d
old from

the input node d to segment d whenever =w 1i k d, , . Empty batches
∈i Inew featuring =y 0i p, for all ∈p P are never injected into the

pipeline. In addition, a batch ∈i Inew may be pumped from input
node d to the segment d in consecutive composite runs. Both
conditions are imposed by the following equation:

∑ ∑ ∑≤ | ∥ | ∀ ∈
( )∈ ∈ ∈

w D K y i I, .
5k k d D

i k d
p P

i p, , ,
new

In order to improve efficiency, dummy composite runs, fea-
turing ∑ ∑ =∈ ∈ w 0d D i I i k d, ,

d
, should always be confined to the end:

∑ ∑ ∑ ∑≤ | | ∀ ∈ ( ≥ )
( )∈ ∈ ∈ ∈

−w D w k K k 1 .
6d D i I

i k d
d D i I

i k d, , , 1,

d d

A particular composite run k from input node d is either as-
sociated to a batch ∈i Id, through binary variable wi k d, , , or is a
dummy run. In the former, there will be a certain volume Vbi k d, ,
going into segment d, which will affect the length of the pumping
LSk d, run. Notice that both variables must lie between given lower
and upper bounds. In contrast, they will be equal to zero in the
latter option ( )wk d,

no batch . This can be written as the disjunction
[44,45,49] given below:

⋁ ≤ ≤

≤ ≤
⋁ = ∀ ∈

=

∀ ∈ ( ≥ ) ∈

−
∈

−

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

w

Vb Vb Vb

LS

w

Vb i I

LS

k K k d D

0,

0

,

1 , .

i I

i k d

d i k d d

Vb

vd k d
Vb

vd

k d

i k d d

k d

, ,

min
, ,

max

,

,
no batch

, ,

,d
i k d

d

i k d

d

, ,
max

, ,
min

The convex hull reformulation of the disjunction coupled with
algebraic manipulations [49] to remove the resulting dis-
aggregated variables and variable wk d,

no batch gives rise to the fol-
lowing constraints:

∑ ≤ ∀ ∈ ( ≥ ) ∈
( )∈

w k K k d D1, 1 , ,
7i I

i k d, ,

d

≤ ≤ ∀ ∈ ( ≥ ( ))

∈ ( ≥ ) ∈ ( )

Vb w Vb Vb w i I i I

k K k d D

, end ,

1 , , 8
d i k d i k d d i k d d d
min

, , , ,
max

, ,
old

∑ ∑≤ ≤ ∀ ∈ ( ≥ ) ∈
( )∈ ∈

Vb
vd

LS
Vb

vd
k K k d D, 1 , .

9i I

i k d

d
k d

i I

i k d

d

, ,
max ,

, ,
min

d d

According to assumption (A3), at most a single batch injection
can be performed at an input terminal at any time. Such an as-
sumption is satisfied by constraint (7).

On the other hand, pumping operations related to a composite
pumping run always start and finish at the same time. Constraints
(10)–(11) enforce the equality:

≤ ∀ ∈ ( ≥ ) ∈ ( )LS L k K k d D, 1 , , 10k d k,

∑≤ + − ∀ ∈ ( ≥ ) ∈
( )∈

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟L LS h w k K k d D1 , 1 , .

11
k k d

i I
i k d, max , ,

d

4.5. Product inventory in input terminal d

Let the continuous variable VPi p k d, , , represent the size of batch i
conveying product p pumped from input node d during a com-
posite run k. The value of variable VPi p k d, , , is zero whenever:
(a) batch i does not transport product p, and/or (ii) there is no
injection of product p from input node d to batch i during com-
posite run k. Otherwise, =VP Vbi p k d i k d, , , , , . Both conditions are
modelled through the below constraints:
∑ ∑ ∑≤ | | ∀ ∈ ∈
( )∈ ∈ ∈

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟VP K Vb y i I p P, , ,

12d D k K
i p k d

d D
d i p, , ,
max

,

∑ = ∀ ∈ ≥ ( ) ∈ ( ≥ )

∈ ( )
∈

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟VP Vb i I i end I k K k

d D

, , 1 ,

. 13

p P
i p k d i k d d d, , , , ,

old

Because of inventory limitations, the total amount of product p
injected from input node d is bounded. A good model should be
capable of managing product inventories at input nodes. To this
end, let Invp d, be the maximum amount of product p that can be
shipped from input node d over the time horizon hmax. Thus,

∑ ∑ ≤ ∀ ∈ ∈
( )∈ ∈

VP Inv p P d D, , .
14k K i I

i p k d p d, , , ,

d

4.6. Size of products discharged to output terminals during a com-
posite run

Let binary variable xi k d, , denote that output terminal d receives
product from batch ∈i Id during composite run k whenever

=x 1i k d, , . Each active output terminal d can only extract the pro-
duct from a single batch. Hence,

∑ ≤ ∀ ∈ ( ≥ ) ∈
( )∈

x k K k d D1, 1 , .
15i I

i k d, ,

d

There will be no product deliveries to output terminals for dummy
composite runs. Thus,

∑ ∑ ∑ ∑≤ | | ∀ ∈ ( ≥ )
( )∈ ∈ ∈ ∈

x D w k K k, 1 .
16d D i I

i k d
d D i I

i k d, , , ,

d d

Let VDi k d, , be the volume of batch ∈i Id discharged from seg-
ment d to output terminal d during composite run ∈k K . It will be
positive if and only if the composite run directs the batch to the
output terminal ( = )x 1i k d, , . We have thus the following constraint:

≤ ≤ ∀ ∈ ∈ ( ≥ )

∈ ( )

VD x VD VD x i I k K k

d D

, , 1 ,

, 17
d i k d i k d d i k d d
min

, , , ,
max

, ,

where VDd
min and VDd

max are, respectively, the lower and the upper
bounds on the amount of material that can be transferred to
output terminal d during composite run k.

Now, let VPDi p k d, , , be the volume of product p supplied by batch
∈i Id to receiving terminal d during composite run k. The value of

variable VPDi p k d, , , is equal to VDi k d, , whenever (a) batch i transports
product p and (b) there is a stripping operation from batch i,
transporting product p, at output terminal d during composite run
k. Otherwise =VPD 0i p k d, , , . Thus, the following constraints are va-
lid:

∑ = ∀ ∈ ∈ ( ≥ ) ∈
( )∈

VPD VD i I k K k d D, , 1 , ,
18p P

i p k d i k d d, , , , ,

∑ ∑ ∑≤ | | ∀ ∈ ∈
( )∈ ∈ ∈

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟VPD K VD y i I p P, , .

19d D k k
i p k d

d D
d i p, , ,
max

,

4.7. Feed rate limitation to receiving terminals

Due to operational restrictions, some products cannot be di-
verted into receiving depots at full pressure. Assuming that the
parameter vpp d, is the maximum delivery rate of product p to the
receiving terminal d, we will have the following constraint:



Fig. 4. A simple example illustrating constraints in parts 4.2–4.6 and 4.9.
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Fig. 4 illustrates values of the variables appearing in Sections 4.2–
4.6 and 4.9.

4.8. Batch tracking constraint

4.8.1. Size of batch i in segment d at the end of composite run k
Let continuous variable Wi k d, , stand for the size of batch ∈i Id at

the end of composite run k, i.e., at time +Sk 1. During the execution
of run k, the size of batch ∈i Id can be increased by receiving some
material from either input node d ( )Vbi k d, , or the previous segment

− ( )d SD1 i k d, , , and decreased by transferring some portion of it to
the output node d ( )VDi k d, , and segment + ( )+d SD1 i k d, , 1 . The fol-
lowing volumetric balance results:

= + ( + ) − ( − )

∀ ∈ ∈ ( ≥ ) ∈ ( )
− +W W Vb SD VD SD

i I k K k d D

,

, 1 , , 21

i k d i k d i k d i k d i k d i k d

d

, , , 1, , , , , , , , , 1

For old batch ∈i Id
old, variable Wi d,0, will be equal to IWi d, , a known

datum standing for the size of old batch i in segment d at the time
ST.

If batch ∈i Inew still has not been injected into the pipeline
through one of its input nodes, then its size Wi k d, , in segment d is
null at the end of composite run k. Hence,

∑ ∑ ∑ ∑≤ | ∥ |

∀ ∈ ∈ ( ≥ ) ( )
′∈ ∈

′
′∈ ∈

′W D K SEG w

i I k K k

,

, 1 , 22

k K

k

d D
i k d

k K

k

d D
d i k d, , , ,

new

At any time, the pipeline segments are completely full.
Fig. 5. Upper coordi
Therefore, the total batch volume at the end of each composite run
must be equal to the segment volume SEGd:

∑ = ∀ ∈ ∈
( )∈

W SEG k K d D, , .
23i I

i k d d, ,

d

4.8.2. Location of batch i in segment d at the end of composite run k
Let continuous variable Fi k d, , be the location of upper coordinate

of batch i in segment d at the end of composite run k. It will be
equal to the total volume of batches ′ ∈i Id succeeding batch i at
time +Sk 1, plus the size of batch i at the end of composite run k (see
Fig. 5):

∑= ∀ ∈ ∈ ∈

( )
′∈
′≥

′F W i I k K d D, , , .

24

i k d
i I
i i

i k d d, , , ,

d

Note that by subtracting Wi k d, , from both sides of (24), one can
simply derive − = ∑ =′∈

′≥ +
′ +F W W Fi k d i k d i Id

i i
i k d i k d, , , ,

1
, , 1, , . Thus, for every

batch ∈i Id we have − = ≥+F W F 0.i k d i k d i k d, , , , 1, , This fact is apparent
from Fig. 5.

4.9. Supplying material from segment −d 1 to segment d

Let 0–1 variable ui k d, , denote that batch ∈ −i Id 1 is inserted to
segment ( > )d d 1 during composite run k, whenever =u 1i k d, , .
Through run ∈k K , a batch ∈i Id can receive material from seg-
ment −d 1 only if: (a) the frontal coordinate of batch i in segment

−d 1 has reached segment d and (b) before starting the composite
run k, the lower coordinate of batch i in segment −d 1 has not
exceeded the origin of segment d. As a result, =u 1i k d, , implies
nate of batch i.



H. Mostafaei et al. / Computers & Operations Research 73 (2016) 27–42 33
≤ =+ − − − −F SEG Fi k d d i k d1, 1, 1 1 , , 1. Thus,

≥ ∀ ∈ ∈ ( ≥ ) ∈ ( ≥ ) ( )− − −F SEG u i I k K k d D d, , 1 , 2 , 25i k d d i k d d, , 1 1 , , 1

− ≤ ( − )

∀ ∈ ∈ ( ≥ ) ∈ ( ≥ ) ( )
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−

F W SEG u

i I k K k d D d

2 ,

, 1 , 2 , 26

i k d i k d d i k d

d

, 1, 1 , 1, 1 1 , ,

1

Note that from constraints (23) and (24), it can be derived that
= ∑ ≤ ∑ =′∈

′≥
′ ′∈ ′F W W SEGi k d i Id

i i
i k d i I i k d d, , , , , ,

d
. We thus have ≤F SEGi k d d, ,

for all ∈ ∈ ∈i I k K d D, ,d .
Let non-negative continuous variable SDi k d, , represent the size

of batch i inserted from segment −d 1 to segment d during
composite run k. No material can be inserted to batch ∈i Id from
batch ∈ −i Id 1 existing in the segment −d 1 if binary variable ui k d, ,
takes a value of zero. Thus

≤ ≤

∀ ∈ ∈ ( ≥ ) ∈ ( ≥ ) ( )−

VD u SD Vb u

i I k K k d D d

,

, 1 , 2 . 27
d i k d i k d d i k d

d

min
, , , ,

max
, ,

1

Now assume that segment d receives material from the pre-
vious segment through the composite run k, and the coordinates
of batch i in segment −d 1 satisfy the following condition:

≤ =+ − − − −F SEG Fi k d d i k d1, 1, 1 1 , , 1. Then the volume of material trans-
ferred from batch i to segment d is limited by − −Wi k d, 1, 1. In many
cases, it is possible that batch i receives material from either input
node − ( )−d Vb1 i k d, , 1 or segment − ( )−d SD2 i k d, , 1 while some por-
tion of batch i is inserted in segment d. Thus,

≤ + +

∀ ∈ ∈ ( ≥ ) ∈ ( ≥ ) ( )
− − − −

−

SD W Vb SD

i I k K k d D d

,

, 1 , 2 . 28

i k d i k d i k d i k d

d

, , , 1, 1 , , 1 , , 1

1

Let us assume that composite run k discharges the batch ∈i Id
to output terminal d. No material can be inserted from batch +i 1
to segment +d 1 because the pumping operation ends when one
of the product deliveries is completed.

≤ ( − )

∀ ∈ ∈ ( ≥ ) ∈ ( < | |) ( )
+ + +SD Vb x

i I k K k d D d D

1 ,

, 1 , . 29

i k d d i k d

d

1, , 1 1
max

, ,

No material can be transferred from segment ( − )d 1 to segment d
during the execution of the composite run k when a pumping run
belonging to k inserts some materials to segment d from input
node d. Thus,

∑ ∑≤ −

∀ ∈ ( ≥ ) ∈ ( ≥ ) ( )

∈ ∈−

⎛
⎝
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⎞
⎠
⎟⎟SD Vb w

k K k d D d

1 ,

1 , 2 . 30

i I
i k d d

i I
i k d, ,

max
, ,

d d1

4.10. Mass balance constraint

Because of the liquid incompressibility assumption (A2), when
some batches are injected in a segment, the same volume should
be discharged from that segment. Hence,

∑ ∑ ∑ ∑+ = +

∀ ∈ ∈ ( ≥ ) ∈ ( )

∈ ∈ ∈ ∈
+

−

Vb SD VD SD

i I k K k d D

,

, 1 , . 31

i I
i k d

i I
i k d

i I
i k d

i I
i k d

d

, , , , , , , , 1

d d d d1

4.11. Supplying material from input nodes

Through composite run k, a batch i in segment d can receive
material from input node d only if: (a) at time Sk, the lower co-
ordinate of batch i (i.e., = −+ − − −F F Wi k d i k d i k d1, 1, , 1, , 1, ) touches the
origin of segment d, meaning that the value of variable + −Fi k d1, 1,
should be equal to zero, and (b) at time Sk, the frontal coordinate of
batch i in segment −d 1 (i.e., − −Fi k d, 1, 1) has reached the origin of
segment d. Both conditions can be written by the following dis-
junction:

⋁ − =
≥

∀ ∈ ( ≥ ) ∈
−

∈

− −
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F SEG
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, ,

, 1, , 1,

, 1, 1 1d

Using the big-M reformulation we get:

− ≤ ( − )

∀ ∈ ∈ ( ≥ ) ∈ ( )
− −F W SEG w

i I k K k d D

1 ,

, 1 , , 32

i k d i k d d i k d

d

, 1, , 1, , ,

≥ ∀ ∈ ∈ ( ≥ ) ∈ ( ≥ ) ( )− − −F SEG w i I k K k d D d, , 1 , 2 . 33i k d d i k d d, 1, 1 1 , ,

Remark 4. Always batch i (empty or non-empty) will move be-
tween two batches −i 1 and +i 1 along the pipeline. Therefore,
just batch i can be injected between batches −i 1 and +i 1
touching each other at the junction. Such a problem feature is also
considered in constraints (32) and (33).

4.12. Supplying material to output terminals

During composite run k, output terminal d can receive material
from batch ∈i Id only if the following two conditions are satisfied:
(a) the lower coordinate of batch i in segment d at time Sk (i.e.,

+ −Fi k d1, 1, ) has not reached the origin of segment d, and (b) before
starting run k, the upper coordinate of batch i in segment d (i.e.,

−Fi k d, 1, ) has already reached the origin of segment d. Both condi-
tions can be written by the following disjunction:

⋁ − ≤
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Using the big-M reformulation we have:

− ≤ ( − )

∀ ∈ ∈ ( ≥ ) ∈ ( )
− −F W SEG x

i I k K k d D

2 ,

, 1 , , 34

i k d i k d d i k d

d

, 1, , 1, , ,

≥ ∀ ∈ ∈ ( ≥ ) ∈ ( )−F SEG x i I k K k d D, , 1 , . 35i k d d i k d d, 1, , ,

Let us assume that the output terminal should receive material
from the pipeline through pumping run k and that the coordinates
of batch i in segment d at the end of pumping run k satisfy the
condition: − ≤ =− − −F W SEG Fi k d i k d d i k d, 1, , 1, , 1, . Then, the maximum
size that can be transferred from batch i to output terminal d is
given by

+ ≤ + +

∀ ∈ ∈ ( ≥ ) ∈ ( )
+ −VD SD W SD Vb

i I k K k d D

,

, 1 , . 36

i k d i k d i k d i k d i k d

d

, , , , 1 , 1, , , , ,

In fact constraint (36) acts as an upper bound on the material
transferred from batch ∈i Id to output terminal d and segment
dþ1.
4.13. Active and stopped volumes

Let 0–1 variable vk d, denote that pipeline segment d is active
during composite run k whenever =v 1k d, . Otherwise, =v 0k d, .
During a composite run k, a segment ∈d D will be active for two
reasons: (a) it may receive some materials from the previous
segment −d 1 or (b) it may receive some materials from input
node d. Thus,
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All the pipeline segments are assumed to be idle at the starting
time of planning horizon (37), meaning that for =k 0 we have
∑ =∈ v 0d D k d, . On the other hand, segment d will be active through
composite run k whenever segment +d 1 is active and no material
is injected from input +d 1. Such a problem feature is considered
in constraint (39). In addition, the first segment receives some
materials from the first input node when it is activated and vice
versa. Thus

∑ = ∀ ∈ ( ≥ )
( )∈

w v k K k, 1 .
41i I

i k k, ,1 ,1

1

On the other hand, when the output terminal d is active, seg-
ment d connecting nodes −d 1 and d is active as well. Thus,

∑ ≤ ∀ ∈ ( ≥ ) ∈
( )∈

x v k K k d D, 1 , .
42i I

i k d k d, , ,

d

Since most of the pumping costs are associated to flow restarts
in idle pipeline segments, it is important to minimize the number
of pipeline segments where the flow is resumed or stopped. To do
so, let continuous variables AVk d, and SVk d, represent the activated
and the stopped volumes of pipeline segment d by composite run
k, respectively. When the state (idle or active) of a pipeline seg-
ment changes in consecutive pumping runs, the flow in that seg-
ment must be restored or stopped. When the flow in the segment
d is restarted, the value of AVk d, will be equal to the volume of
segment d. By identifying the state of segment d in two con-
secutive runs k and −k 1, the values of variables AVk d, and SVk d, can
be computed by the following disjunction:

⋁ =
=

⋁ =
=

⋁ =
=

∀ ∈ ( ≥ ) ∈

− − −

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

⎡

⎣

⎢
⎢
⎢⎢

⎤

⎦

⎥
⎥
⎥⎥

Y

AV SEG

SV

Y

AV

SV SEG

Y

AV

SV

k K k d D

0
0 0

0

1 , .

k d

k d d

k d

k d

k d

k d d

k d

k d

k d

,
start

,

,

,
stop

,

,

,
no change

,

,

Note that restarting the flow in segment d due to run k is
equivalent to saying that the segment is active through run k but
inactive during −k 1. The opposite condition identifies the stop of
the pipeline segment. The logic propositions relating the different
sets of binary variables are given below:

⇔ ¬ ∧ ∀ ∈ ( ≥ ) ∈−Y v v k K k d D, 1 , ,k d k d k d,
start

1, ,

⇔ ∧ ¬ ∀ ∈ ( ≥ ) ∈−Y v v k K k d D, 1 , .k d k d k d,
stop

1, ,

The convex hull reformulation of the disjunction and the conver-
sion of the logic expressions give rise to the following constraints:

= ∀ ∈ ( ≥ ) ∈AV SEG Y k K k d D. , 1 , ,k d d k d, ,
start
= ∀ ∈ ( ≥ ) ∈SV SEG Y k K k d D. , 1 , ,k d d k d, ,
stop

+ ≤ ∀ ∈ ( ≥ ) ∈Y Y k K k d D1, 1 , ,k d k d,
start

,
stop

≤ ∀ ∈ ( ≥ ) ∈Y v k K k d D, 1 , ,k d k d,
start

,

≤ − ∀ ∈ ( ≥ ) ∈−v Y k K k d D1 , 1 , ,k d k d1, ,
start

− ≤ ∀ ∈ ( ≥ ) ∈−v v Y k K k d D, 1 , ,k d k d k d, 1, ,
start

≤ − ∀ ∈ ( ≥ ) ∈v Y k K k d D1 , 1 , ,k d k d, ,
stop

≤ ∀ ∈ ( ≥ ) ∈−Y v k K k d D, 1 , ,k d k d,
stop

1,

− ≤ ∀ ∈ ( ≥ ) ∈−v v Y k K k d D, 1 , .k d k d k d1, , ,
stop

We can now eliminate variables Yk d,
start and Yk d,

stop from the for-
mulation by combining some of the constraints, giving rise to the
following equations:

≥ ( − ) ∀ ∈ ( ≥ ) ∈ ( )−AV SEG v v k K k d D, 1 , , 43k d d k d k d, , 1,

≥ ( − ) ∀ ∈ ( ≥ ) ∈ ( )−SV SEG v v k K k d D, 1 , , 44k d d k d k d, 1, ,

+ ≤ ∀ ∈ ( ≥ ) ∈ ( )AV SV SEG k K k d D, 1 , , 45k d k d d, ,

To avoid the unnecessary flow restarts and stoppages in the
pipeline segments, variables AVk d, and SVk d, will be penalized in the
objective function.
4.14. Flow rate limitation on pipeline segments

The stream flow rate in active segments should lie within the
admissible range. When a segment of pipeline is directly fed by an
input node, the flow rate is regulated by the pumping rate con-
straint i.e., Eq. (9). For a segment of pipeline that receives material
from the adjacent segment, the following constraint is imposed:
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∈ ∈ −

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟vs L Vb v w SD

vs L

k K k d D d

1

,

1 , 2 , 46

d k d k d
i I
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i k d

d k

min max
, , , , ,

max

d d 1

where interval [ ]vs vs,d d
min max is the admissible flow rate range in

segment d.
4.15. Interface material between two consecutive batches

Since there is no physical barrier between batches inserted into
the line, there is always some mixing at the interface. The interface
volume between products p and ′p usually depends on the phy-
sicochemical properties of these products and is assumed to be
constant ′MIXp p, . Let continuous variable ′INVi p p, , be the interface
volume between two adjacent batches ( − ) ′i 1 p and ip. We have:



Fig. 6. Best pipeline scheduling for Example 1 with non-simultaneous injections [29].

Table 1
List of notation.

Index/sets Description

′ ∈k k K, Set of composite runs
′ ∈i i I, Set of product batches ( = ⋃ )∈I Id D d

Inew Set of new batches to be injected into the pipeline ( ⊂ )I Inew

′ ∈d d D, Set of segments

Id
old Set of old batches in segment d

Id
new Set of new batches to be injected in segment d

Id Set of batches in segment d ( = ∪ )I I Id d d
new old

′ ∈p p P, Set of oil products

Table 2
List of parameters.

Parameters Description

hmax Time horizon length (h)
ST Starting time of the first composite run (h)

vs vs/d d
min max Minimum/maximum flow rate in the segment d (m3/h)

vd vd/d d
min max Minimum/maximum injection rate at the input node d (m3/h)

vpp d, Maximum delivery rate of product p to output terminal d (m3/h)

SEGd Volume of segment d (m3)

Vb Vb/d d
min max Minimum/maximum batch sizes injected from the input node d

(m3)

VD VD/d d
min max Minimum/maximum batch sizes diverted to the output node d

(m3)

′Seqp p, Boolean matrix of possible sequences between products p and
′p

′MIXp p, Size of the interface between products p and ′p (m3)

IWi d, Size of old batch ∈i Id
old in segment d (m3)

demp d, Demand for product p at output terminal d (m3)

Invp d, Inventory of product p at input terminal d (m3)

CPp d, Pumping cost per unit of product p pumped from input node d
($/m3)

′CIp p, Cost of reprocessing a unit interface volume between products p
and ′p ($/m3)

CBp d, Unit backorder cost for tardily satisfying product p at output
node d ($/ m3)

FC Fixed cost for performing a pumping run ($/run)
CA Unit flow restart cost ($/m3)
CS Unit flow stoppage cost ($/m3)
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Combining the constraints resulting from the convex hull re-
formulation of the disjunction and the reformulation of the logic
proposition leads to the following equation:

≥ ( + − ) ∀ ∈ ( < | |) ′ ∈ ( )′ ′ + ′INV MIX y y i I i I p p P1 , , , 47i p p p p i p i p, , , 1, ,

Because of the high product contamination caused by the wide
interface, some product sequences inside the pipeline are for-
bidden. Let ′Seqp p, be a 0–1 matrix of possible sequences between
products p and ′p ( =′Seq 1p p, , if the sequence is allowed). If the
sequence is not allowed, it means that products p and ′p cannot be
present in consecutive batches:
¬ ⇒ ¬ ( ∧ ) ∀ ∈ ′ ∈′ − ′Seq y y i I p p P, , , ,p p i p i p, , 1,

which can be reformulated into:



Table 3
List of variables.

Variable Description

Sk Starting time of composite pumping run k (h)
Lk Length of composite pumping run k (h)
LSk d, Length of pumping run k at input node d (h)

Vbi k d, , Volume of batch ∈ ( ≥ ( ))i I i end Id d
old injected from input node d

during composite run k (m3)
VPi p k d, , , Volume of batch ∈ ( ≥ ( ))i I i end Id d

old containing product p injected

from input node d during composite run k (m3)
VDi k d, , Volume of batch ∈i Id diverted to output node d during composite

run k (m3)
VPDi p k d, , , Volume of batch ∈i Id containing product p diverted to output

node d during composite run k (m3)
SDi k d, , Size of batch ∈ ( > )−i I d 1d 1 transferred from segment −d 1 to

segment d during composite run k (m3)
Wi k d, , Size of batch ∈i Id in segment d at the end of composite run k (m3)
Fi k d, , Upper coordinate of batch ∈i Id in segment d at the end of com-

posite run k (m3)
′INVi p p, , Interface volume between batches −i 1 and i when they convey

products p and ′p (m3)

unsdemp d, Unsatisfied demand of product p at output terminal d (m3)

AVk d, Activated volume of segment d through composite run k (m3)

SVk d, Stopped volume of segment d through composite run k (m3)

wi k d, , 1 if a portion of batch ∈ ( ≥ ( ))i I i end Id d
old is injected from segment

d through composite run k
xi k d, , 1 a portion of batch ∈i Id is diverted to output terminal d through

composite run k
ui k d, , 1 if a portion of batch ∈ ( > )−i I d 1d 1 is transferred from segment

−d 1 to segment d through composite run k
vk d, 1 if segment d is active through composite run k
yi p, 1 if batch i conveys product p
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4.16. Meeting product demand

The main purpose of multi-product pipeline scheduling is to
satisfy depot requirements at the right time. To meet the demand
of product p at receiving terminal d, the total amount discharged
during the time horizon should be as large as demp d, . Otherwise,
slack variable unsdemp d, , representing the backorder of product p at
the receiving terminal d during the time interval [ ]h0, max , is ac-
tivated by constraint (49) resulting in operational costs.

∑ ∑≤ + ∀ ∈ ∈
( )∈ ∈

dem VPD unsdem p P d D, , .
49

p d
i I k K

i p k d p d, , , , ,

d

4.17. Objective function

The objective function is to minimize the operational charges
including pumping, interface, backorder, restarts and stoppages,
and on/off pumping switching costs:
Table 4
Supply, demand and cost for Example 1.

P Supply (u.v.) Demand (u.v.) Pump c

N1 N2 N3 N2 N3 N4 N1

P1 100 – 40 80 0 60 15
P2 – 20 – – – 20 –

P3 20 – 10 – – – 20
P4 40 – – 40 20 10 25
∑ ∑ ∑ ∑

∑ ∑ ∑
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∑ ∑
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+ × + ×

+ ( × + × )
( )

∈ ∈ ∈ ∈

∈ ∈ ′∈
′ ′

∈ ∈ ∈

∈ ∈

z CP VP

CI INV

CB unsdem FC RUN

CA AV CS SV

min

,
50

d D k K p P i I
p d i p k d

i I p P p P
p p i p p

d D p P
p d p d

k K
k

d D k K
k d k d

1 , , , ,
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where RUNk is a binary variable indicating the existence of com-
posite run k and its value satisfies the following Eq:

∑ ∑≥
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⎞
⎠
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d D i I
i k d, ,

d

For better utilization of the pipeline capacity, it is desirable to
minimize the makespan i.e., the amount of time required for
meeting all product deliveries. It is to say that:

∑=
( )∈

z Lmin .
51k K

k2

Remark 5. In all examples, the minimum operational cost (z1) will
be chosen as the primary target and the minimummakespan ( )z2 as
the secondary one. After solving the problem formulation with the
primary target, we fix z1 and then solve the model with the sec-
ondary target. To this end, the CPU time reported in computational
sections will be the total time of the two optimization runs.
5. Results and discussion

Five example problems are now solved using the proposed
mathematical model. Results are compared to other approaches
from the literature. Specific features of the proposed model are
highlighted in the following subsections. All MILP models were
implemented in AIMMs 3.9 and solved using CPLEX 12.1 running
in parallel deterministic mode (using up to 6 threads) on an Intel
i5-4210U (2.7 GHz) CPU with 6 GB of RAM running Windows 7
(64-bit).

5.1. Single vs. simultaneous injections

5.1.1. Example 1
In our previous work [29], a single input terminal can inject

into the pipeline at any given time, which can be classified as a
Non-Simultaneous Injection (NSI). Note that NSI allows for si-
multaneous deliveries to multiple output terminals with the run of
the input terminal. In contrast, the model proposed in this paper
allows for simultaneous injections and deliveries (SID). In order to
show the advantages of SID over NSI, consider a problem with
three pipeline segments that convey four refined products (P1–P4)
from three input terminals (N1–N3) to three output terminals (N2–
N4). The first line of Fig. 6 depicts pipeline topography and its
initial state at time ST¼0.
ost ($/u.v.) Interface volume (u.v.)/cost ($)

N2 N3 P1 P2 P3 P4

– 8 0 6/250 6/250 8/350
10 – 6/250 – 7/300 9/400
– 15 6/250 7/300 – 5/200
0 0 8/350 9/400 5/200 0



Fig. 7. Optimal pipeline scheduling for Example 1.

Table 5
Computational results of Example 1.

Case Runs | |K CPUs Cont. var Bin. var Eq. Makespan (h) Back order (%) −Obj Relax −Obj MILP ($) Integrality gap

NSI 9 62.67 1960 402 3472 164.25 0.0 7806 12,470 0.374
SID 5 10.03 1058 227 1805 114.26 8.69 7870 14,170 0.444
SID 6 19.28 1242 267 2110 114.26 0.0 7870 12,470 0.368
SID 7 24.23 1426 307 2415 114.26 0.0 7870 12,470 0.368

Table 6
Product supplies, demands, related pumping and interface costs for Example 2.

P Supplies (10 �m3) Demands (10 �m3) Pump cost ($/m3) Interface volume (m3)/cost (102� $)

N1 N2 N3 N4 N2 N3 N4 N5 N1 N2 N3 N4 P1 P2 P3 P4 P5 P6

P1 600 200 – – – 400 – 200 15 12 – – 0 1/34 � � 1/28 1/64
P2 – – 100 – – – 200 500 – – 5 – 1/40 0 1/35 1/35 1/28 �
P3 400 – – – 200 – 500 100 20 – – – � 1/36 0 1/20 1/60 1/54
P4 – 200 200 – – – 100 300 – 18 8 – � 1/54 1/22 0 � 1/35
P5 400 – – 200 – – – 200 10 – – 6 1/36 1/28 1/36 � 0 �
P6 700 – 100 300 400 – – – 15 – 10 15 1/18 � 1/36 1/45 � 0
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Product supplies and demands at pipeline terminals, pumping
cost and interface cost between two pair of products are listed in
Table 4. The horizon length is 168 h and the flow rate at every
pipeline segment should not surpass 1.4 v.u./h. Besides, there are
two additional limitations: (a) any injection can have a maximum
size of 40 v.u. and (b) the product delivery to any receiving
terminal can have a minimum size of 10 v.u. Moreover, the fol-
lowing values for the coefficients arising in objective function have
been adopted: = = = =CB FC CA CS200$/v. u, 0p d, .

The best pipeline schedule for NSI [29] is given in Fig. 6. It
includes nine pumping operations with three of them diverting
products to different terminals at the same time (see third, fourth
and sixth lines). The pipeline works uninterruptedly at the max-
imum production rate of 1.4 (u.v./h). There are a total of 12 product
deliveries into receiving terminals (represented by upward-
pointing arrows) over 164.25 h, 3.75 h short of the planning
horizon.

The optimal solution for SID given in Fig. 7 shows a much more
efficient use of the pipeline, with just 114.26 h being required to
meet the demand, a 2-day reduction compared to NSI. Note that
both solutions feature the same value of the objective function
($12,470), with makespan being an additional key performance
indicator (secondary objective, recall Remark 5). The computa-
tional statistics for Example 1 can be found in Table 5. Since the
number of composite runs needs to be specified (the cardinality of
set K) and we do not know a priori the number leading to the
optimal solution, we start with | | =K 5 only to find out that the
returned solution does not completely satisfy demand (back
order¼8.69%). More specifically, there are shortages of 10 v.u. of
P1 and P4 at output terminal N4. This is no longer the case for
| | =K 6, leading to the optimal solution. No further improvements
are observed for | | =K 7.

Primarily due to the need of a lower value of | |K for finding the
optimal solution, the proposed MILP model has 40% fewer equa-
tions, 37% fewer continuous variables and 33% fewer 0–1 variables,
compared to the model in [29]. There is also a slight reduction in
integrality gap from 37.4% to 36.8%. It is thus not surprising that
the computational time has been decreased by a factor of 3 (from
62.67 to 19.28 CPUs).



Fig. 8. Optimal pipeline schedule for Example 2 using the proposed model.

Table 7
Computational results of Example 2.

Case Runs | |K CPUs Cont. var Bin. var Eq. Opt. gap (%) Back order (%) −Obj Relax −Obj MILP ($) Int. gap Solver status Program status

[29] 12 3465.21 5622 912 7652 0.0 4.83 399,915.0 572,850 0.301 NCa Opt.b

[29] 13 10,856.40 6068 984 8220 0.0 0.0 399,865.5 437,900 0.086 NC Opt.
[29] 14 18,000.00 6514 1056 8788 12.1 9.67 399,804.1 701,860 0.430 RIc ISd

Our 9 468.21 3992 696 5314 0.0 0.0 404,402.0 437,900 0.076 NC Opt.
Our 10 782.45 4426 768 5832 0.0 0.0 404,401.6 432,900 0.065 NC Opt.
Our 11e 1069.21 4860 840 6350 0.0 0.0 404,401.3 432,900 0.065 NC Opt.

a Normal completion.
b Optimal.
c Resource interrupt.
d Integer solution.
e One of the pumping operations is dummy at the optimum.

Table 8
Product supplies, demands, related pumping and interface costs for Example 3.

P Supplies (m3) Demands (m3) Pump cost ($/m3) Interface volume (m3)/cost (102 $)

N1 N3 N2 N3 N4 N1 N3 P1 P2 P3 P4 P5 P6

P1 26,000 – 5700 4800 17,500 1.735 – 0 1/42 1/24 1/32 1/31 1/26
P2 9800 10,800 – – 9200 2.125 1.840 1/42 0 � 1/31 1/36 1/31
P3 18,100 6200 5600 – 7700 1.735 1.735 1/24 � 0 1/48 1/25 1/21
P4 18,200 – 6200 7300 7400 2.456 – 1/32 1/31 1/48 0 1/28 1/34
P5 16,500 5000 8200 – 8600 2.628 2.320 1/31 1/36 1/25 1/28 0 1/40
P6 8200 11,600 4700 – 7400 1.640 1.245 1/26 1/31 1/21 1/34 1/40 0
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5.1.2. Example 2
A unidirectional pipeline transporting six products within a

200 h time horizon from four input terminals to four output
terminals composes the system configuration for Example 2. Data
for Example 2 are listed in Table 6. The admissible flow rate ranges
in pipeline segments, given in (m3/h), are [40, 180] for the first
segment, [30, 160] for the second segment, [30, 140] for the third
segment and [30,120] for the last one. Any shipment pumped from
an input terminal can have a minimum size of 1000 m3 and a
maximum size of 4000 m3. To avoid the generation of a higher
number of interfaces, the minimum delivery size is set to 1000 m3.
Moreover, the following values for the parameters in the objective



Table 9
Computational results for Example 3.

Case Runs | |K CPUs Cont. var Bin. var Eq. Opt. gap (%) Back order (%) Makespan (h) −Obj Relax −Obj MILP ($) Integrality gap

[29] 14 4021.30 4595 752 6656 0.0 2.79 – 178,814.5 806,511.4 0.778
[29] 15 6759.55 4896 802 7147 0.0 0.0 286.97 178,792.1 250,511.4 0.286
[29] 16 10,800.00 5197 852 7638 4.40 8.52 – 178,723.2 1,241,578.5 0.856
Our 12 683.54 3673 664 5176 0.0 0.69 – 186,067.9 374 687.9 0.503
Our 13 1361.03 3965 715 5639 0.0 0.0 221.47 185,961.8 235,044.4 0.208
Our 14a 2130.09 4257 766 6102 0.0 0.0 221.47 185870.9 235044.4 0.208

a One of the pumping operations is dummy at the optimum.

Fig. 9. Optimal pipeline schedule for Example 3 using the proposed model.

Table 10
Product supplies, demands, related pumping and interface costs for Example 4.

P Supplies (m3) Demands (m3) Pump cost ($/m3) Interface volume (m3)/cost (102 $)

N1 N3 N2 N3 N4 N1 N3 P1 P2 P3 P4 P5

P1 25,884 4548 5110 – 12,180 8.136 3.042 0 1/36 1/36 1/45 1/27
P2 167,772 – 41,340 39,210 27,700 9.492 – 1/36 0 � 1/27 1/50
P3 5316 21,384 – – 17,820 10.170 4.056 1/36 � 0 � 1/35
P4 9468 – 3090 2120 1100 8.814 – 1/45 1/21 � 0 1/45
P5 20,532 30,876 – – 37,170 8.814 3.380 1/23 1/51 1/30 1/54 0
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function have been used: =CB 200 $/mp d,
3, = = =FC CA CS 0.0.

The optimal solution for Example 2 is shown in Fig. 8. It fea-
tures 15 pumping runs arranged in 10 composite runs and a ma-
kespan equal to 150.36 h. With non-simultaneous injections [29]
the makespan is considerably higher (208.90 h) even though the
difference in total operating cost is just 1.2% higher. The results in
Table 7 show that both models can generate the suboptimal so-
lution of $437,900, but the proposed model requires 4 less



Fig. 10. Best detailed schedule for Example 4 obtained by the proposed approach.

Table 11
Computational results of Example 4.

Case Runs | |K CPU (s) Cont. var Bin. var Eq Makespan (h) Active .v (102 m3) Stop. v (102 m3) ON/OFF cost($) −Obj a
a ($) −Obj d

b ($) Obj. Fun ($)

[27] 8 687.4 2504 450 4605 240.0 – – – 1,454,700 – –

[40] 19 0.107 1199 116 2190 240.0 2538 1692 19,000 – 44380 –

Our 13 874.23 3707 783 5704 237.2 1079 233 13,000 1,421,000 23,790 1,478,490

a The cost of pumping, interface and backorder at the optimum.
b The cost of pipeline flow restarts/stoppages and ON/OFF pump switchings at the optimum.

H. Mostafaei et al. / Computers & Operations Research 73 (2016) 27–4240
composite runs. As a consequence of the smaller problem size and
lower integrality gap, the computational time has been reduced by
a factor of 23. A single increment in the value of | |K causes the
model in [29] to return a very poor solution of $701,860 (9.67%
backorder) up to the maximum computational time of 18,000
CPUs, whereas the new model can find the optimal solution in just
782.45 CPUs.

5.1.3. Example 3
Example 3 is a real-world case study involving a portion of the

Iranian pipeline system featuring a length of 345 km and a total
volume of 35,100 m3. It concerns the distribution of six com-
modities (P1–P6) from two sources (N1, N3) to three receiving
terminals (N2–N4) over a 12-day (288 h) time horizon. Data for
this example have been received from the National Iranian Oil
Pipeline and Telecommunication Company (NIOPTC) and are given
in Table 8. The maximum injection rate at node N1 is 400 m3/h,
whereas it is 320 m3/h for the dual purpose node N3. The
acceptable flow rate ranges at the pipeline segments, given in
m3/h, are: [80, 400] for segments N1–N2 and N2–N3 and [80, 320]
for the last segment N3–N4, where the pipeline diameter is
shorter. Additional strategic constraints should be considered:
(a) a maximum delivery rate of 200 m3/h for products P1, P3 and
P4 at depot N2 and (b) a maximum delivery rate of 320 m3/h for
product P4 at N3. Besides, the maximum size of a batch injection is
equal to 20,000 m3, and the minimum size for a product delivery is
fixed at 1000 m3 to reduce the number of interfaces. Unit restart
cost is 0.2 $/m3 for any segment, each composite run has a fixed
cost of $1200, while backorder has a unit cost of 200 $/m3.

Solving the proposed MILP model for | | =K 12 we obtain a so-
lution worth $374,687.9 in 683.54 CPUs, see Table 9. By increasing
the cardinality of set K to 13 we get to the optimal schedule shown
in Fig. 9, which already meets all product demands (cost¼
$235,044.4). The model was also solved with | | =K 14 to confirm
solution optimality, with the computation time increasing from
1361.03 to 2130.09 CPUs. In fact, the composite run k¼14 is a
dummy operation at the optimum i.e., ∑ ∑ =∈ ∈ w 0.d D i I i d,14,

d
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Concerning the comparison to the model in [29], the same beha-
vior is observed for the latter: (i) inability to generate the optimal
solution; (ii) requirement of a larger number of composite runs;
(iii) significantly longer makespan.

5.2. Monolithic vs. two-level approach

5.2.1. Example 4
The aim of Example 4 is to show the advantages of the pro-

posed single level framework against the two-level decomposition
approach developed by Cafaro et al. [40]. It is a real-world case
study [27] involving the scheduling of a multiproduct pipeline of
some 1000 km in length, transporting five oil derivatives from two
sources (N1, N3) to three receiving terminals (N2–N4). The max-
imum flow rate at the pipeline segments is 580 m /h3 and the
horizon length is 240 h. Product demands at the receiving term-
inals, product inventories at source node, pumping cost at each
input nodes and interface cost between batches of different pro-
ducts are listed in Table 10. Product sequences denoted with an
(� ) in Table 10 are forbidden. For example, product P3 cannot be
injected immediately before or after neither P2 nor P4. Similar to
the usage of Cafaro et al. [40], the following parameters have been
used: =CB 200 $/mp d,

3, =FC 1000 $/run, =CA 0.10 $/m3 and
CS¼0.

The best output schedule reported in [40] includes 19 compo-
site runs and 29 product deliveries into receiving terminals. In
contrast, the optimal schedule obtained by our model (Fig. 10)
features 13 composite runs and 24 product deliveries. One inter-
esting observation is that there is just one flow restart in segments
N1–N2 and N3–N4, and just two flow resumes in the middle
segment N2–N3. As a consequence, the pipeline activated volume
at the optimum amounts to 107,900 m3 compared with
253,800 m3 reported in [40]. From the computational results in
Table 11, one can see that the new schedule is about 46.4% less
expensive than the one in [40] for the detailed level, corre-
sponding to the savings of (i) 31% in ON/OFF pump operations; (ii)
57% in segment restarting costs; (iii) 86% in stopped volume. In
contrast to Cafaro and co-workers models [27,40], the sizing and
sequencing variables of our proposed model now need to be de-
fined for each pipeline segment, thus leading to a larger problem
size and CPU. Nevertheless, the CPU time required to find the
optimal solution by the new formulation remains quite
reasonable.
6. Concluding remarks and future scope

This paper has proposed a novel MILP formulation for the detailed
scheduling of unidirectional non-branched pipelines employing a
continuous representation of time and volume. Multiple terminals
consisting of single or dual-purpose stations can be considered, with
the model being able to manage injections and deliveries taking place
simultaneously at different input and output terminals. In addition, the
model can handle lower maximum flow rate constraints in down-
stream pipeline segments, emanating from a lower diameter. Contra-
rily to previous approaches performing the pipeline operational
planning in two steps, the proposed continuous-time formulation
seeks to find both the best sequence of product injections and dis-
patching operations in a single step. The objective function has been to
minimize total operating cost, featuring a variety of terms and in-
cluding segment restart and stoppage costs. The accuracy and ro-
bustness of the proposed model are tested with four case studies, two
of them based on real life industrial data. The computational results
show the capability of proposed MILP model to solve real-life multi-
product pipeline operational problems in quite reasonable CPU times.

Future work will focus on generalizing the proposed
formulation to more complex pipeline systems and on extending
the operating modes at station junctions so that a pipeline seg-
ment can simultaneously receive products from its input terminal
and its feeding segment.
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