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Abstract

Sophisticated cyberterrorists have sufficient knowledge to devise an attack through the

Internet which could compromise critical resource delivery. As the threat of such cybercrime

escalates, defending critical infrastructure is a primary focus of the United States govern-

ment, industry executives, and the research community. Current research and development

primarily focuses on preventing the cyberterrorist from accomplishing his mission of disrup-

tion. This research focuses not on prevention, but on detection. Its main objective is the

development of an algorithm that can be used to detect data anomalies which may be the

result of security breaches.

Grounded in multivariate statistical process control, the algorithm uses principal compo-

nent analysis to separate data variability into common-cause and assignable-cause subspaces.

Analysis using the common-cause subspace determines whether the data has been compro-

mised. Successful results will add a dimension of protection for critical infrastructure systems

that has not previously been addressed in the literature. Implementation of the algorithm in

a process control system could significantly improve the security of operational and planning

practices today and in the future. In process control operations, wireless transmission of

measurements could be interrupted or data storage in databases on the TCP/IP network

could be corrupted or compromised through malware or other human interference. Data

errors resulting from any of these occurrences could disrupt physical processes in critical

infrastructure. This innovative algorithm provides a solution to this problem.

ii



Acknowledgments

I dedicate this dissertation to all of those mentors, friends, and family members who

have helped me to be successful.

Dr. Valenzuela and my committee—Dr. Park, Dr. Maghsoodloo, Dr. Wang— inspired

me and taught me things that books could not. The ISE faculty helped me remember how

much I love learning and provided the academic environment necessary for my success. My

friends, both in Auburn and in New Orleans, were there when I needed someone with whom

to share exciting news or a shoulder to cry on. My husband, Allan, coped with my time away

from home and helped me to understand the physics of electric power. My children—Brook,

Brett, and Brandon made me feel special for even attempting this feat and Brett shared

his knowledge of statistical techniques and his educational experience. My extended family

gave me the strength that only they can give. Everyone encouraged and supported me and

without all of you, this dream would not now be a reality. Thank you all.

In addition, I would like to thank Dr. Jianhui Wang and Argonne National Laboratory

for the research topic and financial support.

iii



Table of Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Research Goal and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Organization of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Electric Power Transmission System . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1 Cybersecurity in State Estimation . . . . . . . . . . . . . . . . . . . . 9

2.1.2 Bad Data Detection in State Estimation . . . . . . . . . . . . . . . . 9

2.1.3 Malicious Data Detection in State Estimation . . . . . . . . . . . . . 11

2.2 Cyberattack Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Communication Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Industrial Control System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 Natural Gas Transmission System . . . . . . . . . . . . . . . . . . . . . . . . 15

2.6 Standard Protection Practice . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3 Conceptual Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Real System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 System Data Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3 Application Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

iv



3.4 Effect of the Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1 Definition of Principal Components . . . . . . . . . . . . . . . . . . . . . . . 26

4.2 Method of PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.3 Analysis Using Subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.1 PCA as an Anomaly Detection Tool . . . . . . . . . . . . . . . . . . . . . . . 31

5.2 Subspace Method of Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.3 Detection Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.4 Qα statistic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5.5 Testing the Residual . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.6 Computer System Specifications. . . . . . . . . . . . . . . . . . . . . . . . . 34

5.7 Example of the Anomaly Detection Tool . . . . . . . . . . . . . . . . . . . . 34

6 Experimental Cyberattack to Electric Power Transmission Systems . . 43

6.1 Electric Power Transmission System . . . . . . . . . . . . . . . . . . . . . . 43

6.2 Optimal Power Flow (OPF) . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.2.1 AC OPF Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.2.2 DC OPF Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

6.2.3 Solving the OPF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.3 The Detection Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6.4 Case Study, IEEE 24-bus test system . . . . . . . . . . . . . . . . . . . . . . 50

6.4.1 Data Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.4.2 PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.4.3 P and Qα . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.4.4 Case A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6.4.5 Case B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.4.6 Case C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

v



6.5 Case Study II IEEE 118-bus test system . . . . . . . . . . . . . . . . . . . . 61

6.5.1 Data Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.5.2 PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.5.3 P and Qα . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.5.4 Line Vulnerability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.5.5 Case A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.5.6 Case B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.5.7 Case C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7 Experimental Cyberattack to Gas Transmission Systems . . . . . . . . . 77

7.1 Gas Transmission System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.2 Optimal Gas Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.2.1 OGF Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7.2.2 OGF Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.3 Gas Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.4 Case Study: Belgium Gas Transmission Network . . . . . . . . . . . . . . . . 86

7.4.1 Data Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.4.2 PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

7.4.3 P and Qα . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

7.4.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

vi



List of Figures

2.1 Database Links . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 SCADA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Percentage of Incidents Reported to US-CERT in 2010 by Category [1] . . . . . 7

2.4 Defense-in-Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1 Conceptual Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2 6-Bus System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5.1 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.2 Cattell’s Scree Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.3 Cumulative Variance Accounted For . . . . . . . . . . . . . . . . . . . . . . . . 39

5.4 Broken Stick Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.5 Log Eigenvalue Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

6.1 Electric System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.2 One Line Diagram of IEEE 24-Bus Test System . . . . . . . . . . . . . . . . . . 51

6.3 Demand Profile and Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . 54

6.4 Voltage Angle Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

vii



6.5 Variance Accounted for by 6 PCs is 0.999999 . . . . . . . . . . . . . . . . . . . 57

6.6 Using PCs with Total Cumulative Variance Less Than or Equal to 0.999999 . . 59

6.7 Using PCs with Total Cumulative Variance Less Than or Equal to 0.999999 . . 60

6.8 One Line Diagram of IEEE 118-bus Test System . . . . . . . . . . . . . . . . . 62

6.9 Variance Accounted for by 13 PCs is 0.9999991. . . . . . . . . . . . . . . . . . . 65

6.10 Result of Case A when Reactance on Line 126 is Increased by 50% . . . . . . . 70

6.11 Line Use Comparison in Line 126 . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.12 Result of Case A when Reactance on Line 8 is Decreased by 10% . . . . . . . . 72

6.13 Line Use Comparison for Line 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.14 Result of Case A when Reactance on Line 37 is Increased by 80% . . . . . . . . 73

6.15 Line use Comparison in Line 37 with One Change in the Line . . . . . . . . . . 74

6.16 Line use Comparison in Line 37 with Two Changes in a Single Line . . . . . . . 75

7.1 Real Natural Gas System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.2 Belgium Gas Transmission Network . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.3 Demand Profile and Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . 90

7.4 Scree and Log Eigenvalue Tests Suggest Keeping 5 or 6 PCs . . . . . . . . . . . 91

7.5 Broken Stick and Kaiser Gutmann Tests Suggest Keeping 1 or 4 PCs . . . . . . 92

7.6 False Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

viii



7.7 Results of Diameter Changes in Gas Pipelines 4 and 11 . . . . . . . . . . . . . . 94

7.8 Results from Pipeline 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

7.9 Line Use Comparison in Pipeline 3 . . . . . . . . . . . . . . . . . . . . . . . . . 95

7.10 Results from Pipeline 10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

7.11 Line Use Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

ix



List of Tables

3.1 Bus Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Line Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3 Atacked Line Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 DCOPF Result after Attack. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.5 Real System Results after the Attack . . . . . . . . . . . . . . . . . . . . . . . . 24

5.1 Covariance Matrix, S with x̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.2 U vectors and variances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.3 PCs (variables) and z-scores (observations) . . . . . . . . . . . . . . . . . . . . . 37

5.4 Residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

6.1 Bus Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6.2 Line Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.3 Generator Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.4 First 10 PC coefficients (U vectors) . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.5 Variance and cumulative variance for each principal component . . . . . . . . . 57

6.6 Results in which less than 100% of the anomalies are found . . . . . . . . . . . 58

6.7 Anomalies Found When a Line is Removed From Service . . . . . . . . . . . . . 60

6.8 First 10 PC coefficients (U vectors) . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.9 10 most vulnerable lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.10 Anomalies found on vulnerable lines when reactance is changed . . . . . . . . . 69

6.11 Changes in Line 8 at t = 23 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

x



6.12 Case C results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.13 Changes in Line 37 at t = 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7.1 Pipeline Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7.2 Node Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.3 Variance and Cumulative Variance for each Principal Component . . . . . . . . 91

7.4 Sample of Anomalies Detected when Diameter is Reduced . . . . . . . . . . . . 93

xi



List of Symbols

β Energy price (K-euro per kW)

x̄ Mean of variables

σ Standard deviation of variables

C Cost of electric power generation ($ per MW)

D Inner diameter of a pipeline (mm)

d Real power demand (MW)

fP Real power flow (MW)

FMAX Transmission line capacity (MVA)

GMAX Real power generation maximum (MW)

GMIN Real power generation (MW)

H Adjacency matrix

LG Length of a pipeline (km)

L Eigenvalues of covariance matrix

QMAX Reactive power generation maximum (VAR)

QMIN Reactive power generation minimum (VAR)

q Reactive power (VAR)

R Line resistance (Ω)

xii



S Covariance matrix of variables

Uc Common cause subspace

U Eigenvectors of covariance matrix

VMAX Voltage magnitude maximum (volts)

VMIN Voltage magnitude minimum (volts)

v Voltage magnitude (volts)

w Broken stick segments

X Variables

χ Line reactance (Ω per mile)

µ Eigenvalues of the Laplacian matrix

ψ Strength of a node in a graph

ρ Effective resistance

ΘMAX Voltage angle maximum (degrees)

ΘMIN Voltage angle minimum (degrees)

CG Gas constant that incorporates properties of the environment and the pipeline

∆Rl
G Graph resistance metric

δ Density of gas relative to air

ε Absolute rugosity (roughness) of a pipeline (mm)

γ1 Compressor-specific constant

γ2 Compressor-specific constant

xiii



γ3 Compressor-specific ratio of outlet pressure to inlet pressure

φ Gleason Staelin statistic

Aa Set of natural gas active arcs

Ap Set of natural gas passive arcs

E Set of graph edges

J Number of variables

k Isentropic exponent

N Number of observations

Na Number of active pipelines

N b Number of electrical buses

Nd Number of natural gas demand nodes

N e Number of edges

N f Number of pipelines

N g Number of generators

N l Number of transmission lines

Nn Number of natural gas network nodes

Np Number of passive pipelines

N s Number of natural gas supply nodes

N t Number of natural gas transshipment nodes

P Size of common cause subspace

xiv



Q Sum of squares of residual

Qα Detection statistic

RG Gas constant

RG Effective graph resistance

Sg Specific gravity of gas relative to air

T Gas temperature (K)

Z Gas compressibility factor

fA Apparent power flow(MVA)

fG Gas mass flow (m3 per hour)

g Real power generation injection at each bus (MW)

p Gas nodal pressures (bar)

s Gas supplies(+) and demands(-)

WMAX Maximum energy used by a compressor station (kW)

W Energy used by a compressor station (kW)

η Thermic efficacy factor of the compressor stations

θ Voltage angles at each bus (Degrees)

LG Laplacian matrix of a graph

xv



Chapter 1

Introduction

The economic stability and general well being of the United States depend on the

secure functioning of its critical infrastructure, including such diverse sectors as energy,

chemical, communications, water, wastewater, and transportation. The sectors included in

the critical infrastructure are all supported by information technology (IT) and industrial

control systems. As the communication between IT and control systems has increased in

complexity, so has the cyber risk to operations. Industry as well as government agencies

have consequently focused their efforts on reducing this risk to critical infrastructure in the

United States. In February, 2013, President Obama issued an executive order directing

the National Institute of Standards and Technology (NIST) to work with stakeholders and

develop a voluntary framework for reducing cyber risks to critical infrastructure [2]. The

developed Framework is made up of standards, guidelines, and practices that promote the

protection of critical infrastructure and is meant to be a model document that will be adopted

by each critical infrastructure sector [3].

The Framework core consists of five functions—Identify, Protect, Detect, Respond,

Recover. This research documents a method of detection which, grounded in multivariate

process control, affords a level of protection for critical infrastructure which is nonexistent

today. It focuses on a generic, data-driven algorithm that accepts trending data and uses

multivariate statistical analysis to compare the current data observation to recent trending.

This analysis identifies anomalous data by transforming the multidimensional observation

into a single value, that is compared to a statistical threshold to determine if the observa-

tion conforms to the recent trending. The statistical threshold represents the limit of the

acceptable difference between the structure of the observation and the trending data. The
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algorithm maintains surveillance of data in a system to ensure that data used in operation

and control is secure.

1.1 Research Goal and Objectives

The goal of this research is to detect cyberattacks to critical infrastructure by creating

a practical detection tool that can assist a system control center in detecting cyberintrusion.

Using multivariate analysis, the tool monitors the output of a computer module to determine

if the input data has been compromised. The objectives are

• Accurately discover anomalies.

• Result in a reasonable false alarm rate. A false alarm is denoted by an incorrect

assertion that an anomaly has occurred when no anomaly is actually present.

1.2 Research Contributions

The main contribution of this dissertation is the development of a generic data-driven

algorithm that when incorporated into programs and procedures in system control centers

will enhance the security of critical systems. The algorithm applies principal component

analysis (PCA) to analyze the results from a processor program and detect data that may

have been compromised by cyberterrorism. PCA has successfully identified anomalous data

in communication networks [4] and its use in the chemical processing [5] and manufacturing

industries [6], for process control is well-documented. The algorithm applies established

techniques in an innovative way in critical infrastructures.

This research defines a new class of cyberattacks to energy systems—malicious modifi-

cation of network data stored in an accessible database. Data anomalies could be the result

of unauthorized access to and modification of data by an intruder or by malicious code that

is not quarantined by preventive software. Since modern control centers use state-of-the-art

security to prevent cyberintrusion based on recommendations, regulations, and requirements
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from agencies like The North American Electric Reliability Corporation (NERC), NIST, and

the Department of Energy (DOE) [7], operators expect the data stored in protected databases

to be secure. A cybercriminal could manage to get around security measures and modify

data in a database without the system operator’s knowledge [8].

The techniques for anomaly detection are applicable to data in such diverse areas as

electric power operation, natural gas and oil transportation, and water processing plants. In

general, the research applies to critical infrastructures where input parameters are stored in

a network-accessible database.

1.3 Organization of Research

Chapter 2 provides background on the problem statement with an extensive literature

review of prior work on both bad (caused by equipment or human error) and malicious

(intentionally modified by an intruder) data detection. A conceptional architecture and

framework of the algorithm with a simple illustrative example are included in chapter 3.

Principal Component Analysis, the principle tool used in the algorithm is defined and de-

scribed in chapter 4. Chapter 5 explains the approach that is followed to detect and identify

anomalous data. Because the algorithm can be used in multiple industries, two different

industries were chosen to test the efficacy of the algorithm: the electric power transmission

system and the transportation of natural gas. The two industries are similar in that the state

variable data trends over time, but different in the data itself and the application processor

used to calculate the state variable data. In chapter 6 the algorithm is applied to two case

studies from the electric power industry and in chapter 7 the algorithm is applied to a case

study from the natural gas industry. A summary of conclusions in support of the research

ends the manuscript in chapter 8.
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Chapter 2

Literature Review

The Internet has become a major means of communication and its vulnerabilities have

been discovered by cyberterrorists. According to Industrial Control Systems Cyber Emer-

gency Response Team (ICS-CERT) there are many different ways for intruders to gain access

to data or communication systems. Fig. 2.1 documents one type of attack which could be

thwarted by the algorithm developed through this research. “Nearly every production control

system logs to a database on the control system LAN that is then mirrored into the business

LAN. Often administrators go to great lengths to configure firewall rules, but spend no time

securing the database environment. A skilled attacker can gain access to the database on

the business LAN and use specially crafted SQL statements to take over the database server

on the control system LAN. Nearly all modern databases allow this type of attack if not

configured properly to block it,” states the ICS-CERT website [9].

NERC develops and enforces standards to assure the reliability of the bulk power system

in North America [10]. In addition to the reliability standards, NERC also develops and

enforces Critical Infrastructure Protection Standards (CIP) which focus on cybersecurity. A

detailed summary of the current version of standards is available at [11].

NIST defines cybersecurity as “the process of protecting information by preventing, de-

tecting, and responding to attacks” [3]. NIST released Cybersecurity Framework Version 1.0

in February, 2014 [12], a document to help critical systems better protect their information

and physical assets from cyberattack.

Supervisory control and data acquisition (SCADA) networks as illustrated in Fig. 2.2 are

made up of computers and applications and are part of the nation’s critical infrastructure.

SCADA networks were originally designed to maximize functionality and as such, the security
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of these systems is often weak, causing them to be vulnerable to disruption of service, process

redirection or manipulation of operational data. The President’s Critical Infrastructure

Protection Board and the Department of Energy developed a list of 21 steps to help improve

the security of SCADA networks [13]. Among the list of steps is 8–Implement internal

and external intrusion detection systems and establish 24-hour incident monitoring. The

algorithm developed in this research is such an intrusion detection system.

In addition to these standards, NIST also makes available guidelines on firewalls and

firewall policy [14]. NIST SP 800-41, Guidelines on Firewalls and Firewall Policy, provides

general guidance for the selection of firewalls and the firewall policies. As critical systems

transition to state-of-the-art technology, upgrading hardware, software, and infrastructure

increases the threat of cyberattack to these necessary resources. The Government Account-

ability Office (GAO) reported in 2009 that cyberthreats to critical infrastructure like the
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power grid are increasing and evolving. The sources of these threats—hackers, foreign na-

tions, disgruntled employees and terrorists—coupled with the sophistication of technology

and widespread documentation of intrusion techniques on the Internet have led the gov-

ernment to become increasingly concerned about the potential for cyberattack. Fig. 2.3,

from the United States Computer Emergency Readiness Team (US CERT), illustrates that

threats categorized as unauthorized access and malicious code made up 43% of cyberthreats

to federal information systems and cyberbased critical infrastructures in 2010, up from 32%

in the three year timespan beginning in 2006 [15]. Unauthorized access is considered logi-

cal (or physical) access to data without permission. And, malicious code is the successful

installation of a virus, worm or other code-based entity that infects a system and is not

quarantined by anti-virus software.

31% Investigation

19% Improper Usage

16% Unauthorized Access

27% Malicious Code

0% Denial of Service

7% Scans/Probes/Attempted Access

Figure 2.3: Percentage of Incidents Reported to US-CERT in 2010 by Category [1]

Whereas the threat is real, cyberattacks have not disrupted critical resource delivery in

the United States [16]. However, advanced intruders can circumvent computer and network
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security. The Stuxnet worm is one recent example of malicious code that gained access to

and damaged critical control systems in Iran’s nuclear program [17].

2.1 Electric Power Transmission System

The trustworthiness of the data passed among SCADA and Energy Management System

(EMS) and Business Management System (BMS) [18] program modules in the Enterprise

Network is important for the proper operation of the power grid. In addition, integrated

topology processing, such as in the PowerWorld software [19] provides for information ex-

changes across operations and planning modules. Output data from an operations module

is often used as input data to a planning module and vice versa. At any point in the process

of data collection and decision making data errors could lead to unnecessary and costly out-

ages if not recognized in a timely manner. The data could be compromised not only through

equipment or human errors but also by the intervention of an intruder who tampers with

the data stored in a database or interferes with the module that processes real time network

topology.

The optimal power flow (OPF) program (explained further in Chapter 6.2) solves a set

of nonlinear equations using stored data to compute a steady state operation point with

the objective function varying according to the target of the optimization. OPF is widely

used in power system control and since it runs often, sometimes every 30 seconds [20],

an undetected cyberattack on data supplied to the OPF program could cause power to

be dispatched erroneously. Network configuration, transmission line capacity, and other

transmission line parameters are some of the data input to the OPF program that could

be maliciously modified by an adversary through unauthorized access or the introduction of

malicious code.
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2.1.1 Cybersecurity in State Estimation

Recent research in power system security has focused extensively on cyberintrusion

related to measuring devices like, phasor measurement units (PMUs). These attacks are

referred to as malicious data injection attacks. The research documented here is different

from the research on malicious data injection attacks. However, because of the importance

of state estimation to the power grid, a review of techniques used in bad data detection in

state estimation is included here.

The state estimation program uses the measurements from metering devices such as

PMUs to estimate state variables like voltage angles and magnitudes at each bus in a power

system. Statistical techniques successfully identify and remove obvious bad data from state

estimation procedures. And, since state estimation cleans the data, this process also prevents

the bad data from being stored in databases for future use.

2.1.2 Bad Data Detection in State Estimation

Dealing with erroneous data has been a concern of state estimation computer programs

since their application to power systems by Schweppe, et al. in the 1960’s[21]. State esti-

mation programs give system operators a relatively up to date picture of the power system

through the use of state variable estimates and computer modeling. Since state estimation

uses telemetered real time data to approximate the actual values of system variables, the

validity of the process is subject to bad data caused by such things as equipment installa-

tion problems, localized equipment failures, and communication errors. These computerized

static state estimation programs use statistical techniques to reduce the effects of bad data

on the estimates.

Iterative and residual analysis. Weighted least squares (WLS) is a commonly used

technique that iteratively solves Gauss’ normal equations and has proven successful in accu-

rately estimating state variables [21]. A bad data suppression (BDS) estimator to improve
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on the WLS technique by detecting and identifying bad data that previously skewed WLS

results is proposed in [22]. The technique uses least normalized residuals (LNR) to detect

and eliminate bad data. This use of residual analysis and non-quadratic estimation criteria

led to the concept of interacting vs. non-interacting bad data and the ability to probabilis-

tically predict false alarms [23]. This alternative also suggests that for detecting bad data

local metering redundancy is more important than metering redundancy across the system.

Hypothesis testing identification (HTI) has been used to eliminate problems faced by previ-

ous techniques related to conditions such as multiple and interacting bad data. Through an

iterative process, HTI selects all suspect data based on normalized residuals, estimates the

errors, makes a decision (valid or invalid) based on a hypothesis related to the data error,

refines the hypothesis and repeats. HTI is better able to identify data errors caused by

multiple and interacting bad measurements [24]. In [25] the authors borrow from decision

theory and use a branch and bound algorithm to successfully identify and eliminate bad data

in cases where the LNR algorithm fails. The method is successful even when multiple bad

data are interacting and conforming and also eliminates the assumption that data errors will

be small.

Orthogonal transformation. The Bad Data Detection, Identification and Elimination

(BDDIE) method described in [26] incorporates orthogonal transformation from Golub’s

Method [27] and Givens’ Rotation Method [28] with previously documented LNR. Combin-

ing orthogonal transformations with LNR, Vempati and Shoults [29] sequentially process

measurements in order to detect multiple bad data occurrences. These orthogonal transfor-

mation techniques have not been widely accepted by the power system community, probably

because of the computation effort they require when applied to large systems.

The state estimation techniques referenced above all use a single frequency, balanced,

and symmetric power system model under steady state conditions. The methods have been

enhanced, but in most commercial applications, they remain much the same as when first
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implemented in the latter half of the twentieth century. These techniques successfully identify

and remove obvious bad data from state estimation procedures. Since state estimation cleans

the data and only sends a portion of collected data to SCADA systems, this process also

prevents the bad data from being stored in databases for future use.

2.1.3 Malicious Data Detection in State Estimation

Since the late 1990s when terrorism began moving to the forefront of American con-

sciousness, more consideration has been placed on detecting data errors intentionally injected

into the power system. These errors will likely not be detectable by commonly used methods

like LNR and others referenced above. False data maliciously incorporated into databases

in a power system are designed to be undetectable. An intruder could craftily formulate an

attack to inject bad data in a way that would optimize damage to the power system while

minimizing detection.

Liu et al., in [30], described a new class of cyberattacks called false data injection attacks.

Results of their research indicate that it is possible by compromising meter measurements to

construct an attack vector that changes the results of state estimation and is undetectable

by commonly used methods of bad data detection like LNR. Sensor measurement protection

through the use of network observability rules as a solution to detecting false data injection

attacks was the focus of research in [31]. To measure the vulnerability of a network, the

research in [32] defined a security index as the minimum number of meters necessary to

perform an unobservable attack. An algorithm for such an index that helps to locate power

flows whose measurements are potentially easy to manipulate can be found in [33] where the

authors urge the incremental deployment of protected measurements to increase grid security.

In an expansion on the research by Liu et al., Kosut, et al. proposed a detector based on the

generalized likelihood ratio test (GLRT) to detect attacks where the adversary does not have

access to a sufficient number of meters to launch an unobservable attack. They posit that the

key to defending against such malicious data attacks is the introduction of redundant and
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trustworthy measurements that ensure network observability [34]. Understanding attacks

in non-linear state estimation is the focus of [35] where a methodology is developed to

simulate an attacker’s use of online data during an attack to change nonlinear state estimation

solutions. To defend against and detect false data-injection attacks to state estimation, Yang,

et al.[36] identifies and protects critical sensors to make the state estimation more resilient to

attack and develops spatial and temporal-based schemes to identify data-injection attacks.

The financial effects of the aforementioned false data injection attacks on electric power

market operations is studied in [37].

The most recent research on smart grid data integrity attacks with the goal of biasing

state estimation results, focuses on strategic methods of identifying, foiling, and counteract-

ing attacks on IEDs. In [38] unobservable, coordinated attacks are described and strategic

placement of secure phasor measurement units (PMU) are shown to be an effective defense.

The research by Kim, et al. develops an algorithm to optimize the choice of PMUs to se-

cure and a separate algorithm to optimize their placement [39]. A risk mitigation model is

proposed by [40] to respond to cyberattacks in PMU networks. The mixed integer linear

programming problem prevents cyber-attack propagation while maintaining observability of

the network.

2.2 Cyberattack Detection

Because of the continuing escalation in cyberattacks in every sector, research continues

to expand in cyberattack detection in the energy sector. The current research on timely

detection is limited with the majority of research still focused on prevention.

The results of state estimation and fault diagnosis matrices are used as input to identify

nodal attacks in power system networks in [41]. Artificial neural networks are employed

in [42] to monitor power flows and detect anomalies. A recent thesis on cyberattack detection

in electric power distribution systems is attributed to [43].
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2.3 Communication Network

Implementation of the results from the recent research is necessary to protect the power

grid; however, it is not sufficient. Network data stored in databases is also vulnerable to cy-

berattack. These cyberattacks are different from previously researched data integrity attacks

in the sense that these physical transmission line data do not depend on the measurements

from devices like PMUs. If a cyberattack that changed network parameters stored in a

database were to significantly alter the system state estimate, then the alarm raised to the

operator during bad data detection would likely discover the parameter change. However,

situations could arise where the state estimation bad data detection schemes would not

detect malicious modification of network data in an accessible database.

For example inadequate measurement redundancy could cause the parameter to be

undetectable [44] or the network database could be modified by cyberattackers after the

most recent state estimation program has run and before an instance of the OPF module

has run. The algorithm described here, implemented in the network topology processing

portion of the OPF module, provides an additional security measure to protect the power

grid.

In this day and time, malicious data detection in communication networks is a common

problem seeking a solution and PCA is a multivariate statistical technique used successfully

in this industry [4, 45].

2.4 Industrial Control System

Industrial control systems are integral to the operation of critical infrastructure systems

like energy transmission networks. Cyberintrusion and its impact on industrial control sys-

tems is a growing problem and research in this area has highlighted some fundamental risks

to these necessary systems. ICS-CERT recommends that a framework often referred to as

“defense-in-depth” be applied for improving cybersecurity defenses. Defense-in-depth is the
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strategy of implementing multiple layers of defense to deal with multiple security situations

such as those found in industrial control systems [46]. In Fig. 2.4 the identified risk is System

Data Model Access and each layer in the figure addresses a particular part of the overall

system necessary to mollify the risk. One of the defense strategies in the Network Layer is

an Intrusion Detection System (circled in red in Fig. 2.4). To improve cybersecurity defenses

all layers identified in the risk assessment strategy need to actively participate.
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Figure 2.4: Defense-in-Depth

Cybersecurity work related to intrusion detection in industrial control systems has fo-

cussed mainly on identifying signatures specific to control systems that can be used to mon-

itor for attacks. See [47] for an example of a commercially available set of SCADA intrusion

detection system signatures. This type of intrusion detection system falls apart before a new

signature is identified since it cannot be detected until it is identified.
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Cardenas, et al. [48] proposed an automatic detection and response module based on

estimates of the state of the system to detect computer attacks that change the behavior of

the targeted control system.

A replay attack is a series of commands to a control system that is copied and replayed

to the system. Since the commands are identical, but replayed at a different point in time,

it is difficult to detect the incorrect data. Mo, et al. [49] used watermarked input and an

optimal Neyman-Pearson (using a likelihood ratio test) detector to determine if a system is

under attack.

2.5 Natural Gas Transmission System

In May 2012 the Christian Science Monitor [50] reported,“A major cyberattack is cur-

rently under way aimed squarely at computer networks belonging to US natural gas pipeline

companies, according to alerts issued by the US Department of Homeland Security (DHS).”

Statements such as this have been reported over the years, but neither pipeline operations

nor their industrial control systems have yet been affected. In its quarterly report, ICS-

CERT [51] reported in April 2014 that Internet accessible control systems are at risk and

documented instances of a public utility being compromised.

Working with the Transportation Security Administration (TSA) and Department of

Homeland Security (DHS), the pipeline industry established the Industrial Control Systems

Joint Work Group (ICS JWG) in 2012. “The ICS JWG enhances the collaborative efforts of

the industrial control systems stakeholder community in securing critical infrastructure by

accelerating the design, development, and deployment of secure industrial control systems.

Cybersecurity is a particular focus for this group,” according to the Interstate Natural Gas

Association of America (INGAA) [52]. The INGAA believes that public-private partnerships

between the gas industry and law enforcement are “the most effective means for securing

the nation’s critical infrastructure and addressing any cyberthreats.” At this point in time,

educating their employees about the importance of implementing best practices for improving
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security at critical pipeline facilities across the country is the primary cyber focus of the

pipeline industry.

Since much of the interstate flow of natural gas is managed through SCADA systems,

any effort to improve security for automated control systems improves security for natural

gas transmission.

2.6 Standard Protection Practice

Standard protection practices in the U.S. critical infrastructure focus on preventing the

cybercriminal from accessing and altering network data using such devices as known sig-

nature intrusion detection systems, virus protection software and encryption technologies.

In electric power transmission, the state estimation programs use telemetered real world

measurements to forecast changes in demand which require changes in electric generation.

Though the state estimation could identify cyberactivity, in situations where network ob-

servability is incomplete, cyberactivity could go unnoticed without an algorithm designed to

find it. The anomaly detection tool described below is such an algorithm.
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Chapter 3

Conceptual Architecture

Conceptually, the anomaly detection tool works as protection for the results from ap-

plication software. The tool analyzes the output from the application software and alerts

the controller of anomalous data before damage is incurred. Fig. 3.1 illustrates the fact that

processing occurs behind the firewall and with intrusion prevention in place.
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Real System
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Internet

Other Application
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System Data  Model

Figure 3.1: Conceptual Architecture
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Even with an active firewall and intrusion prevention in place, a cyberevent (unautho-

rized access to the protected system) could alter the system data model, a digital represen-

tation of the real system that is used by application software to facilitate decisions related

to controlling the real system. The altered system data model would no longer match the

real system and without an anomaly detection tool in place, both operator decisions and

automatic control decisions would be made using incorrect information.

An example from the energy sector is used below to illustrate the conceptual architec-

ture. An explanation of the real transmission system modeled in the example is given in

section 3.1. The system data model as it is stored in the database is described in section 3.2.

The DCOPF application software and its input and output are related in section 3.3. And

the attack and its effect are elaborated on in the final section 3.4.

3.1 Real System

An electric power transmission system (denoted by green lines in Fig. 6.1) is designed to

transport high-voltage electrical energy from power generating plants to electrical substations

which are typically located near customer demands. This chapter references three major

parts of the electric power transmission system—buses, lines, and generators. The bus is the

common connection point for the lines, demand sources, and generation sources. The lines

are the structures through which the electrical energy is transported between buses. And,

the generators are the machines in a power plant that generate the electrical energy.

The 6-Bus system, used as an example, is a small transmission network of 6 buses, 11

lines, and 3 generators.

3.2 System Data Model

The system data is stored in a database and protected by an active firewall as well as

other security measures like passwords and updated virus protection software. The data

model for the example is given in Tables 3.1 and 3.2. Additional detail about the 6-Bus
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system data model can be found in [53]. If a cyberterrorist were to subvert preventive

Table 3.1: Bus Descriptions

Bus Demand (MWH) GMAX(MW) GMIN(MW) Cost ($/MWH)

1 0 200 0 11.669

2 0 150 0 10.333

3 0 180 0 10.833

4 80 NA NA NA

5 80 NA NA NA

6 80 NA NA NA

Table 3.2: Line Descriptions

Line From Bus To Bus Reactance (p.u.) Capacity (MW)

1 1 2 0.2 40

2 1 4 0.2 60

1 3 5 0.3 40

4 2 3 0.25 40

5 2 4 0.10 60

6 2 5 0.30 30

7 2 6 0.20 90

8 3 5 0.26 70

9 3 6 0.10 80

10 4 5 0.40 20

11 5 6 0.30 40

measures, gain access to, and modify the power system data model, stored in a protected

network database, then the model would no longer accurately represent the real power sys-

tem. Decisions and actions based on the altered model could result in damage to the energy

system if left undetected.

In this example, it is assumed that the attacker changed line 1 to transmit between buses

2 and 3 (from between buses 1 and 2) and changed the destination of line 5 from bus 4 to bus
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Table 3.3: Atacked Line Descriptions

Line From Bus To Bus Reactance (p.u.) Capacity (MW)

1 2 3 0.2 40

2 1 4 0.2 60

3 1 5 0.3 40

4 2 3 0.25 40

5 2 3 0.10 60

6 2 5 0.30 60

7 2 6 0.20 90

8 3 5 0.26 70

9 3 6 0.10 80

10 4 5 0.40 40

11 5 6 0.30 40

3. In addition to the from and to bus changes, the cyberattacker also raised the line capacity

where he expected the line overuse to occur (lines 6 and 10) thus avoiding technical program

problems in the application software. Line overloads are typically flagged by application

software because of line capacity constraints. The demand and generation amounts and

all other system parameters remain the same. Table 3.3 gives the line descriptions in the

database after the attack.

Fig. 3.2 shows both the model that accurately represents the real system and the model

as it was modified by the cyberevent.

3.3 Application Software

The application software runs an optimization module called DCOPF. When used for

power dispatch, DCOPF minimizes the cost of generation and is constrained by demand and

generation balance at each bus, upper and lower limits on the output of generating units,

and line capacity. The decision variables are voltage angles, θ, and injected generation, g, at

each bus. The power flow through a line is related to the voltage angles at the from and to

20



Bus 2

Bus 3

~

~

Bus 6

~

Bus 1

Bus 5

Bus 4

 5

 4

 8

 9

 7

 6 1

 11

 2

 

10

 3

(a) Accurate Model

Bus 2

Bus 3

~

~

Bus 6

~

Bus 1

Bus 5

Bus 4

 5

 4

 8

 9

 7

 6 1

 11

 2

 

10

 3

 1 Modified

 5 Modified

(b) Attacked Model

Figure 3.2: 6-Bus System Model

buses, θi, θj, and the reactance, χij of the transmission line between the two buses according

to equation (3.2)1

fPij =
θi − θj
χij

(3.2)

Under the described attack scenario, the system operator would run the application

software, that in this case is the DCOPF program, to determine the power dispatch, unaware

of the attack. The mathematical model in equations (3.3), (3.4), (3.5), (3.6), is used by the

DCOPF program to determine the economic dispatch of the 6-Bus system. The program

is run periodically, often every 30 seconds, and is consequently a crucial tool for the power

system operator.

1For power flow calculations using the data from the cases in Matlab, the voltage angles must be converted
from degrees to radians and multiplied by the base MVA.

fPij =
1

χij
× π

180
× (θi − θj)× 100 (3.1)
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minimize
g,θ

6∑
i=1

Cigi (3.3)

Subject to

6∑
i=1

Hij
(θi − θj)
χij

+ gi − di = 0 for j = 1 . . . 6 (3.4)∣∣∣∣(θi − θj)χij

∣∣∣∣ ≤ FMAX
ij for i = 1 . . . 6, for j = 1 . . . 6 (3.5)

GMIN
i ≤ gi ≤ GMAX

i for i = 1 . . . 6 (3.6)

In equation (3.3) Ci is a parameter that represents the cost of generation at the ith

generator and gi is a decision variable—the amount of generation in KW generated from the

ith generator.

Equation (3.4) is the set of power balance constraints. Each power balance equation

constrains the amount of electrical energy in and out of bus j so that it is balanced. Hij

is a parameter that represents the adjacency matrix, indicating the relationships among the

buses and the lines; θi is a decision variable—the voltage angle at bus i; χij is the reactance

parameter for the line from bus i to bus j; gi is the decision variable described above; and di

is a variable representing the amount of energy demanded by customers at bus i. The power

balance equation ensures that the sum of electrical energy in and electrical energy out of bus

j is equal to zero. Note that there is one equation (3.4) for each bus.

Equation (3.5) is the set of variable constraints. FMAX
ij is the parameter that defines

the maximum power flow that can safely and reliably be accommodated by the line from

bus i to bus j. Equation (3.2) defines the power flow through the line from bus i to bus j.

There is one of equation (3.5) for each transmission line.

Equation (3.6) is the set of generator capacity constraints. The generation at bus i is

constrained by the parameters GMIN
i and GMAX

i based on the size of the generator unit and
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other environmental and economic considerations. There is one equation (3.6) for each bus

at which there is generation.

Note that in equations (3.3), (3.4), (3.5), and (3.6) all upper case letters represent

parameters stored in the database.

3.4 Effect of the Attack

If the operator is unaware of the attack, the application software, DCOPF, will be run

with the faulty parameters from the database in Table 3.3 and find values for θ and g.

Table 3.4 gives the result of the DCOPF after the attack. The operator will implement the

faulty results. System results in the real system and the flows on the real transmission lines

that were calculated using equation (3.2), are given in Table 3.5.

Table 3.4: DCOPF Result after Attack.

Bus θ (Degrees) g (MW)

1 0 78.4

2 2.53 37.4

3 3.14 124.4

4 -7.04 0

5 -2.85 0

6 -0.57 0

In Table 3.5 it is clear that the cyberevent has actually resulted in line 3 being overloaded

and lines 1 and 2 seriously close to being overloaded.

This simple example highlights the importance of anomaly detection software. If the

attack were committed by a sophisticated team of programmers and engineers, serious dam-

age could be inflicted on the power transmission network. The anomaly detection software
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Table 3.5: Real System Results after the Attack

From To MVA Power
Line Bus Bus Rating Flow % Used

1 1 2 40 39.80 99.5
2 1 4 60 55.31 92.2
3 1 5 40 45.29 113.2
4 2 3 40 6.09 15.2
5 2 4 60 33.20 55.3
6 2 5 30 17.29 57.6
7 2 6 90 31.49 35.0
8 3 5 70 18.75 26.8
9 3 6 80 47.28 59.1
10 4 5 20 5.29 26.5
11 5 6 40 3.18 8.0

described below, grounded in multivariate statistical analysis, is an important addition to

standard preventive protection practices.
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Chapter 4

Principal Component Analysis

Many of the networks in the U.S. critical infrastructure are made up of thousands of

lines and connection points. Measurements along the lines and at the connection points are

important to the economic and reliable delivery of product. Analyzing individual measure-

ments will reveal some information, but often there is a need to understand the underlying

structure of the network. Multivariate analysis tools are needed to discover the complex and

possibly hidden relationships among the data. Principal Component Analysis is such a tool

and is used for this analysis.

PCA is a powerful multivariate analysis technique used extensively in the social sciences

to reduce the dimensionality of data and more recently in such fields as facial recognition

and image compression. It was first documented by Pearson in 1901 [54] and developed

independently by Hotelling in 1933 [55]. Whereas its use as a dimension reduction tool

is well documented, PCA is also one of the best-known statistical methods for identifying

anomalies in communication network traffic [56]. PCA transforms a (typically) large set

of correlated variables into a set of uncorrelated variables on a new coordinate system.

These uncorrelated variables, called principal components, are ordered so that the first few

principal components contain most of the variability in all of the original set of variables

while maintaining as much information as possible from the original data.

The method of principal components is derived from a key concept in matrix algebra:

A p× p symmetric, nonsingular matrix, such as the covariance matrix,

S =
XTX

(N − 1)
(4.1)
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may be reduced to a diagonal matrix L by premultiplying and post multiplying it by a

particular orthonormal matrix U such that

UTSU = L.

4.1 Definition of Principal Components

Principal components (PCs) are the orthogonal axes formed when PCA is applied to

an N × J matrix of data, X. Each of the principal components points in the direction

of maximum variance remaining in the data, given the variance already accounted for by

the previous principal components. The method of principal components produces the or-

thogonal regression line that minimizes the deviations perpendicular to the line itself. This

orthogonal regression line is the first principal component.

PCA is an iterative process that in step 1 looks for a linear function of the elements of

the matrix X,

uT1 x = u11x1 + u12x2 + . . .+ u1JxJ =
J∑
i=1

u1ixi (4.2)

where uT1 x accounts for the maximum variance among the J variables and is called the first

principal component. In the next iteration, uT2 x =
∑J

i=1 u2ixi is orthogonal to uT1 x, accounts

for the next highest variance and is called the second principal component, etc. until the

Jth linear function, uTJx =
∑J

i=1 uJixi, which is orthogonal to uT1 x, uT2 x, . . ., uTJ−1x and

accounts for the least amount of variance. The J principal components are uncorrelated and

mutually orthogonal.

U is the J ×J orthogonal basis set of principal component coefficients. Each column of

U is an eigenvector of the covariance matrix, S, corresponding to its jth largest eigenvalue Lj
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and contains the coefficients for one principal component. Since uTj uj = 1 for each column

of U, Lj is the variance of the jth column of S.

The coefficients, uij, are referred to as loadings since they are the weights by which the

original data elements are multiplied when calculating the principal components. Each uijxi

in equation (4.2) is a score and a principal component is the sum of all of the scores for one

column of loadings [57].

4.2 Method of PCA

Whereas one of the valuable traits of PCA is that it transforms correlated variables

into uncorrelated variables, another important result of PCA is its ability to adequately

represent multivariate data in a much smaller dimension. In multivariate analysis of critical

infrastructure systems like energy transmission systems, this result is crucial since the number

of transmission lines or pipelines in a single analysis can be in the thousands.

Prior to beginning the method of principal components, the Gleason and Staelin statistic

for covariance matrices,

φ =

√
‖S‖2 −

∑p
i=1(σ

2
i )

2∑p
i=1

∑p
j 6=i(σiσj)

2
(4.3)

provides an indication of whether or not PCA is worth the effort by measuring the average

level of correlation among the variables. A Gleason and Staelin statistic near the perfect

correlation of all of the variables, φ = 1, is an indication to go ahead with PCA [58, 59].

PCA can be run on either the correlation matrix or the covariance matrix of the mean-

centered data. The correlation matrix is typically used when the variables in question are

measured in different units whereas the covariance matrix is used when all of the variables

are measured in the same units and are similar in size. For instance, if the researcher were

analyzing individual information which included physical size measurements of extremities

(in meters), Intelligence Quotients (IQs) and the measured force exerted by the extremities

(in PSI), the correlation matrix would likely yield a better result with PCA. Since each set
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of data analyzed in this paper will be measured in the same units, the covariance matrix will

be used for analysis.

4.3 Analysis Using Subspaces

Reducing the dimensionality of a large dataset through PCA concentrates the variability

associated with the original data into a relatively small number of principal components. The

decision as to how many principal components should be retained in the analysis to most

accurately represent the original data has been researched extensively [60, 61] and varies

depending on the criterion (stopping rule) used. The stopping rule determines the number

of PCs used for analysis. The subspace defined by the stopping rule should be a fitting model

for the original data with the majority of the information (variation) included.

Most of the stopping rules are either subjective or either over estimate or under estimate

the data’s dimension [60] and different analyses result depending on the number of PCA

components retained. The list of criteria used in the literature is long, but a representative

sample of criteria is described below:

Eigenvalue-one criterion. Also known as the Kaiser or Kaiser-Guttman criterion, this

criterion retains components with eigenvalues greater than the average eigenvalue. Any com-

ponent contributing more than the average accounts for more than the amount contributed

by one variable. It is therefore worthy of being retained [62]. Components contributing less

than the average are contributing less than the value contributed by one variable and are

therefore considered trivial.

This criterion has been shown to be effective when a small (less than 30) number of

variables are being analyzed and the variable commonallities1 are high (greater than .70) or

when the number of observations is high (greater than 250) and the mean commonality is

greater than or equal to .60 [63].

1Variable commonality refers to the variance shared by two variables in a multiple regression.
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Whereas this criterion is simple to administer, interpretation is difficult when the differ-

ence between the eigenvalues of two components is slight but one is greater than the average

and one is less than the average. This criterion can be used with greater confidence when

the difference between the last component to be retained and the first to be dismissed is

significant.

Kaiser-Guttman with modification by Jolllife. Joliffe [57] suggested incorporating

the effect of sample variance by retaining those eigenvalues whose values exceed the average

eigenvalue multiplied by 0.7. This procedure is recommended for covariance matrices.

Cattell’s Scree test [64, 65]. To use the scree test, a plot of the eigenvalues associated

with each component is generated. The analysis looks for a break between components

with relatively large eigenvalues and relatively small eigenvalues, often referred to as the

elbow. Components with large eigenvalues are retained. If several breaks occur, the decision

as to which components to retain is made after the first break [59]. In Cattell’s original

article [64], he recommended including the components prior to and including the break;

however in subsequent research [65], his recommendation included the first one after the

break. Both of these techniques are used in practice.

The scree test appears to provide accurate results as long as the number of observations

is greater than 200 and most of the variable commonalities are large [63]. Ambiguity in

finding a significant break is the most obvious deterrent to using this criterion as a standalone

measure of which components to retain.

Log-eigenvalue diagram. For each eigenvalue, graph log (Lj) against j and look for the

point at which the eigenvalues decay linearly. This technique was developed to help with

the situation where it is difficult to identify the elbow using the eigenvalues alone.
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Variance accounted for. Another criterion involves retaining a component if it accounts

for a specified percentage of total variance in the dataset, often 10%. Or, alternatively, re-

taining all components accounting for a total cumulative percent of variance, usually greater

than 70% or 80%. Both of these criteria are used extensively by researchers today, but the

subjectivity of the criteria has been criticized.

Jackson suggests a better method of accounting for variance is to specify a total sum of

variability to keep in the common subspace instead of a proportion [59].

Broken stick. The broken stick model [57] randomly divides a “stick” of unit length into

n segments with the expected value of the kth longest segment defined by equation (4.4).

The distribution defined by the broken stick model was identified by MacArthur [66] in his

study of the distribution of bird species and first applied to PCA for dimension reduction

by Frontier [67].

wk =
1

Nn

Nn∑
i=k

(
1

i

)
(4.4)

The kth PC is included in the model if the proportion explained by that PC is larger than the

corresponding wk. This model retains those PCs for which the amount of variance accounted

for by the PC is more than would be expected by chance alone.

In their study of cDNA microarrays, Cangelosi and Gorily [61] recommend that the

analyst should look for a “consensus dimension” by using the modified broken stick model,

Velicer’s MAP, Jolliffe’s modification of Kaiser-Guttman, the LEV diagram, parallel analysis,

the scree test, and consider the actual information dimension as the upper bound.

In the extensive literature on this topic, the decision as to which stopping rule to use

varies according to the reason for using PCA, whether the analysis is based on the correlation

or covariance matrix, and the industry using PCA.

For detecting anomalous data in a large complex system, Cattell’s Scree test suggests

a reasonable number of PCs to keep. Experience with the specific data in question provides

the user with knowledge to raise or lower the number.
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Chapter 5

Anomaly Detection

“In data mining, anomaly detection is the identification of items, events or observations

which do not conform to an expected pattern or other items in a dataset” according to

Chandola, et al. [68]. Anomaly detection has been studied in the statistics community as far

back as 1887 when Edgeworth published an article [69] about “discordant observations.” The

subsequent study of anomaly detection has produced a large number of techniques in many

different research areas including medicine [70], fraud detection [71] and manufacturing [72].

A detailed survey of anomaly detection methods by Chandola, et al. is available in [68] for

the interested reader.

The survey [68] refers to three different types of anomalies:

• Point Anomalies: A data instance is anomalous with respect to the data.

• Contextual Anomalies: A data instance is anomalous within an understood set of

conditions [73].

• Collective Anomalies: A collection of related data instances is anomalous. The indi-

vidual data instances within a collective anomaly are not anomalous by themselves.

The anomalies that are targeted by the developed algorithm are contextual anomalies

and require an understanding of the underlying structure of the multivariate data to be

discovered.

5.1 PCA as an Anomaly Detection Tool

The use of PCA in cyberintrusion detection is a relatively recent use of the tool, but was

preceded by similar uses in multivariate quality control [74, 75]. Because of the complexity
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of multivariate data matrices, PCA came into its own for applications like quality control,

face recognition and image processing as computers improved in their ability to process a

large amount of complicated data in a relatively short amount of time.

5.2 Subspace Method of Detection

The algorithm uses PCA to compute an orthogonal linear transformation of data and

splits the resulting space into two subspaces, separating the data’s variability into common

cause and assignable cause variability. Common cause variability is described as naturally

occurring and inherent to the process whereas assignable cause variability is unnatural and

due to a shock or disruption to the process. Assignable cause variability cannot be accounted

for by naturally occurring events and its source needs to be identified and corrected [76].

An anomaly in an observation is detected if the summed squares of the residual exceeds a

statistical threshold. The subspace method used for anomaly detection requires the use of

a parameter for the size of the common cause subspace, P , and the threshold or detection

statistic, Qα. Both have been discussed extensively in the literature [57, 59]. The size of

the common cause subspace is determined by the number of principal components that are

necessary and sufficient to model the data while retaining as much information (variance) as

possible. For each new observation the preceding data is analyzed by PCA and split into the

two subspaces described above. If data in the new observation can be accurately modeled

by the two subspace model, then the residual will be minimal.

In recent research regarding anomaly detection in communication networks [4], where

volume anomalies associated with a sudden positive or negative change in packet flows are

analyzed, P is determined by the “Proportion of variance accounted for” criteria as described

in section 4.3. Subsequent research in this area follows Lakhina et al. [45, 77].
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5.3 Detection Model

The original variables may be stated as a function of the principal components as in (5.1)

x = x̄ + Uz, (5.1)

where z = UT [x − x̄]. This equality only holds true when all of the principal components

are used. In this analysis, where fewer than all of the PCs are used, the estimate for x,

x̂ = x̄ + Ucz, is used. Uc = U(:, 1 : P ) is the common cause subspace where most of

the variance in all of the data remains. Each new observation is modeled according to

equation 5.2.

xNEW = x̄ + Ucz + (xNEW − x̂) (5.2)

where x̄ represents the contribution of the multivariate mean, Ucz represents the contribution

of the PCs and xNEW − x̂ is the amount unexplained by the subspace model, the residual.

5.4 Qα statistic

The Qα statistic, as defined by Jackson and Mudholkar [78] is used as a threshold for

anomaly detection in [4] among others. Jackson and Mudholkar show in the appendix of [78]

that

c =
κ1[(Q/κ1)

h0 − 1− κ2h0(h0 − 1)/κ21]√
2κ2h20

is approximately normally distributed with zero mean and unit variance so that Qα is defined

as:

Qα = κ1

[
cα
√

2κ2h20
κ1

+ 1 +
κ2h0(h0 − 1)

κ21

] 1
h0

(5.3)

where

κi =
J∑

j=P+1

Lij for i = 1, 2, 3
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Lj is the variance accounted for by the jth PC and

h0 = 1− (2κ1κ3)/(3κ
2
2).

Qα is the control limit for the residual where c is the normal deviate corresponding to

the upper (1− α) percentile when h0 ≥ 0 and lower (α) percentile when h0 < 0.

5.5 Testing the Residual

The residual term from the current observation, equation (5.2), is tested by summing

the squares of the residuals as in equation (5.4).

Q = (xNEW − x̂)′(xNEW − x̂) (5.4)

Q represents the sum of squares of the distance of xNEW − x̂ from the common cause

subspace that the P -dimensional model defines. If Q > Qα from equations (5.4) and (5.3)

then an anomaly exists in the current observation and the operator is alerted.

5.6 Computer System Specifications.

The generic algorithm is written using Matlab R2014b [79] for general programming

and MATPOWER Version 5.1 [80] for procedures related to electric power transmission.

Experiments were run on a 1.8 Ghz Intel Core 17 MacBook Air with 4GB ram.

5.7 Example of the Anomaly Detection Tool

In this step-by-step illustration of the use of PCA to detect anomalous data, the ap-

plication processor has produced state variable data to be used in decision making. The

anomaly detection tool analyzes the data and sends an alarm to operators if an anomaly is
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detected. The anomaly detection process is simulated as closely as possible to that which

would be implemented in the real world where the algorithm would run periodically.

In this example, a matrix X of 45 observations on 6 variables was generated from the

online Pennsylvania, Jersey, Maryland (PJM) database [81] using Monte Carlo simulation

and is shown in Fig. 5.1. The elements of X represent data collected under normal operating

conditions. Notice that the context of the data over time could have an impact on the

discovery of anomalous data and must be considered in the analysis.
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Figure 5.1: Observations

Step1: Observe the data. The column means, x̄ and the sample covariance matrix, S

as in equation 5.5 are given in Table 5.1 and examined for a basic overview of the data.

S =

∑6
i=1(xi − x̄)T (xi − x̄)

(45− 1)
(5.5)
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Table 5.1: Covariance Matrix, S with x̄

1 2 3 4 5 6
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.0000 0.1640 0.1657 0.2506 0.2758 0.2694
3 0.0000 0.1657 0.1680 0.2506 0.2759 0.2704
4 0.0000 0.2506 0.2506 0.3934 0.4322 0.4186
5 0.0000 0.2758 0.2759 0.4322 0.4747 0.4601
6 0.0000 0.2694 0.2704 0.4186 0.4601 0.4470
x̄ 0.0000 0.8272 1.4788 -2.1574 -2.1927 -1.0251

Before continuing with PCA, the Gleason-Staelin statistic is calculated from equa-

tion (4.3). A Gleason and Staelin statistic near the perfect correlation of all of the variables,

φ = 1, is an indication to go ahead with PCA [58]. For this system φ = 1.0, indicating that

the variables are 100% positively correlated and PCA is warranted as a multivariate analysis

technique.

Step2: Run PCA. PCA is run on the covariance matrix of mean-centered data, S. The

resulting u-vectors (characteristic vectors or eigenvectors of S) and variances (characteristic

roots or eigenvalues of S) are given in Table 5.2. u-vectors are orthonormal (orthogonal with

unit length) and scaled to unity so that

u′i × ui = 1 ∀i and u′i × uj = 0 ∀i, j.

Table 5.2: U vectors and variances

Variable u1 u2 u3 u4 u5 u6

1 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
2 0.3147 0.4514 0.8084 -0.0777 -0.1942 0.0000
3 0.3158 0.7196 -0.4707 -0.2402 0.3212 0.0000
4 0.4892 -0.3907 0.2129 0.0561 0.7481 0.0000
5 0.5377 -0.3539 -0.1754 -0.6000 -0.4415 0.0000
6 0.5223 0.0231 -0.2212 0.7571 -0.3234 0.0000

Eigenvalue 1.6383 0.0088 1.53e-18 2.85e-22 3.37e-31 0
% Explained 99 100 100 100 100 100
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Note that the sum of the variances of the original variables from the diagonal of the

covariance matrix, S, in Table 5.1 is 1.6471 which is equal to the sum of the variances of the

PCs in Table 5.3.

In u1 all of the coefficients are positive and except for the first one, close to the same

size. The first characteristic vector, u1, represents the overall variability in the dataset which

amounts to a total of 99% of the total variability. In the second characteristic vector, u2, the

negative values of the fourth and fifth coefficients contrast with the other positive values.

This represents a difference between these variables and the other four, but accounts for

less than 1% of the total variability. The other three characteristic vectors represent only a

minuscule amount of variability.

The ith PC in Table 5.3 is formed according to formula (5.1) and is the transformed ith

variable. The transformed observations are referred to as z-scores, a term first used in psy-

chology and education particularly in conjunction with factor analysis, but now ubiquitous

in PCA [59].

Table 5.3: PCs (variables) and z-scores (observations)

PC1 PC2 PC3 PC4 PC5 PC6

z-score1 0.8409 -0.0406 -4.5042e-10 1.3722e-11 9.4718e-16 0
z-score2 0.9033 -0.0475 -4.0307e-10 1.6307e-11 3.5449e-16 0
z-score3 0.9666 -0.0544 -3.1625e-10 1.8927e-11 9.9147e-17 0
z-score4 0.8877 -0.0458 -4.1787e-10 1.5656e-11 7.1670e-16 0
z-score5 0.7621 -0.0320 4.7545e-10 1.0614e-11 4.2195e-16 0
z-score6 0.4686 0.0002 4.1420e-10 1.7012e-12 4.7189e-16 0
z-score7 0.0917 0.0416 -2.2090e-10 -3.5331e-12 6.0578e-16 0
z-score8 -0.1651 0.0698 -6.9199e-11 -4.1666e-12 7.6954e-17 0
z-score9 -0.2915 0.0836 7.6070e-12 -3.8990e-12 3.3568e-16 0
z-score10 -0.0082 0.0525 -1.6284e-10 -4.0011e-12 3.6388e-16 0
z-score11 0.3742 0.0106 -3.7177e-10 -2.0747e-13 7.9185e-16 0

...
...

...
...

...
...

...
z-score45 -3.3392 -0.1540 7.9781e-11 1.5105e-11 7.8230e-16 0
Variance 1.6383 0.0088 1.53e-18 2.85e-22 3.37e-31 0
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Step3: Determine the subspace cutoff criteria, P . The subspace cutoff, P , is used to

reduce the dimensionality of the data, X, and ultimately to discover anomalous observations

through residual analysis.

To demonstrate the differences among the various cutoff criteria from the literature, the

cutoff value is determined using each criterion described in section 4.3 above.

• Average eigenvalue criterion (Kaiser-Guttman): In Table 5.2 the average eigenvalue is

1.6472/6=0.27. Since only the first eigenvalue, 1.6383 is greater than 0.27, P = 1.

• Average eigenvalue criterion with Jolliffe modification: The average eigenvalue is 0.27

as found in Table!5.2. Jolliffe suggests for covariance matrices keeping PCs where the

eigenvalue is greater than 70% of the average or 0.27 × 0.70 = 0.2515. Only the first

eigenvalue meets the criterion therefore P = 1.

• Cattell’s Scree Test: In Fig. 5.2 it appears that the elbow occurs at the second com-

ponent so P = 2 including the elbow or P = 3 including the first component past the

elbow.

• Cumulative variance accounted for: To detect anomalies, the cumulative variance ac-

counted for by the common subspace needs to be very close to 100%. Choosing the

cutoff to be .99999, P = 2.

• Broken Stick Method: In Fig. 5.4 the green bars represent the proportions of 6 in-

dependent variables defined by equation (4.4) with values (2.45, 1.45, 0.95, 0.6167,

0.3667, 0.1667) and proportions (40.8333, 24.1667, 15.8333, 10.2778, 6.1111, 2.7778).

The blue line represents the the proportion of variance explained by each PC (99.4629,

0.5371, 9.3182e-17, 1.7298e-20, 2.04646e-19, 0). Since only the first PC proportion is

greater than that expected by chance, P = 1.
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Figure 5.2: Cattell’s Scree Test
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Figure 5.3: Cumulative Variance Accounted For
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Figure 5.4: Broken Stick Method

• Log Eigenvalue Diagram: Fig. 5.5 does not improve the decision-making process from

the Scree Test in Fig. 5.2, but it appears that the components after 2 are in a line, so

P = 2.

For the remainder of the study, the Cumulative Variance Accounted For criterion will

be used to determine P . It should also be noted here that each time the anomaly detection

program is run is considered a new instance since conditions change over time. The common

cause subspace size, P , is determined for each specific instance and will likely differ over

time.

If all of the PCs are used then the original variables in X can be recreated from Equa-

tion (5.1).
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Figure 5.5: Log Eigenvalue Test

Step4: Insert an anomaly. To simulate the anomaly detection process, an observation

that contains anomalous data is inserted as observation 46 in the original data. In this simu-

lation, it is assumed that the cyberintruder has access to the database that stores parameters

and has modified one parameter, resulting in the following anomalous observation.

xNEW =

[
0 0.0817 0.8585 −3.3560 −3.4707 −2.2216

]
(5.6)

Step5: Calculate Qα using Equation (5.3), Qα = 3.3280× 10−17.

Step6: Perform residual analysis. The mean of the observations on which PCA was

performed summed with the contribution of the 2 PCs is an approximation of the dataset X.

Subtracting that sum, x̂, from the new observation, xNEW results in the difference between

the model and the new observation, the residual, as in Equation (5.2). The 2 PC model is
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expected to well represent the variation in X, so the sum of the residuals should be negligible.

The values discussed above are given in Table 5.4.

Table 5.4: Residuals

Variable x̄ PC contribution xNEW x̂ Residual
1 0 0 0 0 0
2 0.8272 -0.6832 0.0817 0.1440 -0.0623
3 1.4788 -0.6564 0.8585 0.8224 0.0361
4 -2.1574 -1.1822 -3.3560 -3.3396 -0.0164
5 -2.1927 -1.2911 -3.4707 -3.4838 0.0131
6 -1.0251 -1.2139 -2.2216 -2.2390 0.0174

Calculate the sum of squares of the residuals using Equation (5.7) and compare to Qα.

Q = (xNEW − x̂)′(xNEW − x̂) = 0.0059 (5.7)

Since 0.0059(Q) > 3.3280× 10−17(Qα) the observation is considered anomalous and the

observation is flagged for special attention.
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Chapter 6

Experimental Cyberattack to Electric Power Transmission Systems

This research defined a new class of cyberattacks to power systems—malicious modifi-

cation of network data stored in an accessible database. Data anomalies could be the result

of unauthorized access to and modification of data by an intruder or by malicious code that

is not quarantined by preventive software. Since modern control centers use state-of-the-art

security to prevent cyberintrusion based on recommendations, regulations, and requirements

from agencies like NERC, NIST, and DOE [7], operators expect the data stored in protected

databases to be secure. A cybercriminal could manage to get around security measures and

modify data in a database without the system operator’s knowledge.

6.1 Electric Power Transmission System

An electric power transmission system (denoted by green lines in Fig. 6.1) is designed to

transport high-voltage electrical energy from power generating plants to electrical substations

which are typically located near customer demands. The three major parts of the electric

power transmission system referenced here are buses, lines, and generators. The common

connection point for the lines, demand sources, and generation sources is referred to as the

bus. The actual bus is located in a substation (denoted by blue boxes in Fig. 6.1) along

with transformers, switches, and other equipment. The bus (busbar) conducts electricity in

a substation. The lines are the structures through which the electrical energy is transported

between buses. And, the generators are the machines in a power plant that generate the

electrical energy.

Electric transmission systems are complex networks where electricity flows at the speed

of light, according to the laws of physics. Multiple input variables and parameters influence
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Figure 6.1: Electric System

the flow through the lines and system decision variables voltage angles and amount of gen-

eration at each bus. The study of observations from these complicated systems requires the

simultaneous analysis of multiple variables at a single point in time.

6.2 Optimal Power Flow (OPF)

Today power is generated by typical steam powered units (fueled by coal, natural gas or

nuclear fission), wind turbines, hydroelectric generators, and solar collectors. The decision

as to which generators to use at a given point to economically, reliably, and environmentally

provide electric power to customers is the goal of the OPF program. Optimization is the

basis for economically efficient and reliable electric energy markets. Computationally, the

optimizations include nonlinearities and nonconvexities and are difficult to model.

The modern power transmission control center uses multiple instances of the OPF mod-

ule, often in real-time, to operate the power system as economically as possible while en-

suring its reliability despite changes in demand requirements and available resources. The

OPF module provides an optimal solution of flows, voltages, and power injections either to
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the operator or as input to automated generation control (AGC) programs and is commonly

executed every 3 minutes with an updated set of values for input parameters [20, 82]. Some

of the input values, such as line characteristics and network configuration, typically do not

change over a short period of time whereas others, such as customer demand and the set

of available generators, vary more often. Therefore, the solution vector of the OPF module

changes over time based on the common cause variability in the module’s input data.

In the OPF models that follow [53, 80] N b is the number of buses and N g is the number

of generators in the network.

6.2.1 AC OPF Model

The AC optimal power flow program simultaneously optimizes the reactive and real

power flow and its formulation has changed little since it was first discussed by Carpentier

in 1962 [83].

Decision Variables.

x =



θ

v

g

q


(6.1)

θ and v are N b × 1 vectors of voltage angles and magnitudes, respectively; g and q are

N b × 1 vectors of generator real and reactive power injections.

Objective Function.

min
θ,v,g,q

Ng∑
i=1

Cigi (6.2)

The objective function sums the polynomial costs, Ci of real power injections for each

generator. We particularly focus on the OPF instance whose objective is to find a steady state

operation point which minimizes generation cost while enforcing system performance through
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limits on real and reactive power generator outputs, bus voltage angles and magnitudes, and

transmission line flows.

Constraints. Three types of constraints are present in the model—power balance equa-

tions, power flow limits and variable limits. Real power balance equations (6.3) ensure that

the real power in and out of each bus is equal. Reactive power balance equations (6.4) provide

the same assurance for reactive power. The power flow limit equations, (6.5) and (6.6) limit

the flow through each transmission line to that which can safely be carried through the line.

Equation (6.7) constrains the real power generation at each generator to limits defined by

the mechanical capacity of the generating unit and equation (6.8) does the same for reactive

power generation. Equations (6.9) and (6.10) restrict the values of voltage magnitudes and

voltage angles at each bus to reasonable values. Note that capital letters represent parame-

ters stored in a database.

Nb∑
i=1

vivj
Rij

2

Rij
2 + χ2

ij

cos(θi − θj)−
χij

R2
ij + χ2

ij

sin(θi − θj)− gi − di = 0 ∀j ∈ N b (6.3)

Nb∑
i=1

vivj
Rij

2

Rij
2 + χ2

ij

sin(θi − θj)−
χij

R2
ij + χ2

ij

cos(θi − θj)− qi − di = 0 ∀j ∈ N b (6.4)

(θi − θj)
χij

− FMAX
ij ≤ 0 ∀i, j ∈ N b (6.5)

−(θi − θj)
χij

− FMAX
ij ≤ 0 ∀i, j ∈ N b (6.6)

GMIN
i ≤ gi ≤ GMAX

i ∀i ∈ N b (6.7)

QMIN
i ≤ qi ≤ QMAX

i ∀i ∈ N b (6.8)

V MIN
i ≤ vi ≤ V MAX

i ∀i ∈ N b (6.9)

ΘMIN
i ≤ θi ≤ ΘMAX

i ∀i ∈ N b (6.10)

46



The formula for real power flow between bus i and bus j is in equation (6.11)

fPij =
vivj
χij

sin(θi − θj) (6.11)

and the formula for reactive power flow between bus i and bus j is in equation (6.12).

qij =
vi × (vi − vj)

χij
cos(θi − θj) (6.12)

6.2.2 DC OPF Model

The DC power flow model can be used to approximate the AC model because of the

following observations about high voltage transmission lines:

Observation 1: The resistance of transmission circuits is much less than the reactance.

Observation 2: For most typical operating conditions, the angular separation (θk − θj) be-

tween two buses, k and j is less than 10-15 degrees, small enough to ensure

that sin(θ◦k − θ◦j ) ≈ θ◦k − θ◦j .

Observation 3: In the per-unit (pu) system, the numerical values of voltage magnitudes, vk

and vj are very close to 1.0, typically ranging from .95 to 1.05.

Decision Variables.

x =

 θ
g

 , (6.13)

where θ is the N b × 1 vector of voltage angles and g is the N g × 1 vector of generator real

power injections.

Objective Function. The objective function sums the cost function Cigi of the cost, Ci,

of real power injections for each generator, gi. Focus is on the OPF instance whose objective

is to find a steady state operation point which minimizes generation cost while enforcing
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system performance through limits on real power generator outputs and transmission line

flows.

minimize
θ,g

Ng∑
i=1

Cigi (6.14)

Constraints. Three general types of constrains are present in the model. The real power

balance equation (6.15) ensures that the power flow into and out of each bus is equal. Line

flow limits, equations (6.16) and (6.17) ensure that power flow is limited on a particular line

to that which can safely be handled by the line. Equation (6.18) restricts the size of power

generation to acceptable values.

Nb∑
i=1

Hij
(θi − θj)
χij

+ gi − di = 0 ∀j ∈ N b (6.15)

(θi − θj)
χij

− FMAX
ij ≤ 0 ∀i, j ∈ N b (6.16)

−(θi − θj)
χij

− FMAX
ij ≤ 0 ∀i, j ∈ N b (6.17)

GMIN
i ≤ gi ≤ GMAX

i ∀i ∈ N b (6.18)

This DC model is a simplification of the AC power flow model. In power transmission,

the DC approximation to the AC model is often used for decision making since it is a

linear model and provides a more tractable solution. Note that parameters in the model are

represented by capital letters.

6.2.3 Solving the OPF

The optimization problem includes parameter input stored in a network accessible

database, like measures of a line’s reactance, χij and a line’s flow capacity, FMAX
ij , which
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typically remain the same over time. Customer demand, di is a continuous input variable

approximated by an hourly sample. The amount of real power generation, gi, and reactive

power generation, qi, at each bus changes with demand and the operational and reliability

limitations of the available generators and the transmission infrastructure. The service sta-

tus of transmission lines is impacted by weather and maintenance schedules and the service

status of generators is impacted by maintenance schedules and the cost and availability of

fuel. For research purposes in this paper, the vector of voltage angles, θ, at each bus resulting

from the OPF optimization is the variable input to the detection algorithm.

Both the DCOPF and ACOPF functions in MATPOWER use the Matlab Interior Point

Solver (MIPS) to solve the OPF.

6.3 The Detection Process

As explained in Chapter 2 no known cyberattacks have been successfully carried out

on the U.S. transmission network so it is difficult to identify a typical attack. To study the

performance of the detection approach, for each experiment the simulation is run for 672

hours under regular operating conditions that include load variability to establish the model

against which the 763rd observation is evaluated. The 2nd through 763rd intervals form the

model to evaluate the 764th observation, etc. until the 1440th observation is evaluated from

the PCA run on the 678th through 1439th intervals. This method of evaluation is referred

to as “rolling” since PCA is run on the previous 762 intervals for each observation that is

evaluated.

A cyberattack is represented through the introduction of an anomaly to the observation

for evaluation prior to running the OPF module. Incorporated into the rolling method

is the recalculation of P— the size of the common cause subspace, Qα—the threshold,

and subsequently Q—the sum of squares of the residual remaining when the observation is

analyzed against the PCA model. The process is repeated for the 673rd through 1440th

observations–a total of 768 observations. At each hour the same anomaly is injected.
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6.4 Case Study, IEEE 24-bus test system

The IEEE 24-bus test system is a well-documented and frequently used medium sized

network for testing electric transmission system applications. The test system was designed

by a committee of engineers in 1979 to assist researchers in testing transmission and gen-

eration reliability. The system as included in MATPOWER provides all of the information

necessary to test a DC system. The 24-bus system, pictured in Fig. 6.2 consists of 38 trans-

mission lines, 24 buses of which 17 have demands, and 33 generators. Line, bus and generator

data used by the DCOPF program is described in section 6.4.1. For the interested reader

complete information relative to the IEEE 24-bus test system is documented in [84].

6.4.1 Data Descriptions

The 24-bus system consists of 24 buses marked with a heavy line in Fig. 6.2 and described

in Table 6.1. There are 13 load buses, 10 generator buses and 1 reference bus—13. Buses

1-10 have a nominal rating of 138 KV and buses 11-24 have a nominal rating of 230 KV.

Table 6.1: Bus Descriptions

Bus Type baseKV Bus Type baseKV

1 Gen 138 13 Ref 230

2 Gen 138 14 Gen 230

3 Load 138 15 Gen 230

4 Load 138 16 Gen 230

5 Load 138 17 Load 230

6 Load 138 18 Gen 230

7 Gen 138 19 Load 230

8 Load 138 20 Load 230

9 Load 138 21 Gen 230

10 Load 138 22 Gen 230

11 Load 230 23 Gen 230

12 Load 230 24 Load 230

A Monte Carlo simulation of the power system is coded to generate historical voltage

angle data since actual state variable results are difficult to obtain. In the simulation, actual
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Figure 6.2: One Line Diagram of IEEE 24-Bus Test System
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Table 6.2: Line Descriptions

Line From To Reactance Capacity Line From To Reactance Capacity

Bus Bus (p.u.) (MW) Bus Bus (p.u.) (MW)

1 1 2 0.0139 175 20 12 13 0.0476 500

2 1 3 0.2112 175 21 12 23 0.0966 500

3 1 5 0.0845 175 22 13 23 0.0865 500

4 2 4 0.1267 175 23 14 16 0.0389 500

5 2 6 0.1920 175 24 15 16 0.0173 500

6 3 9 0.1190 175 25 15 21 0.0490 500

7 3 24 0.0839 400 26 15 21 0.0490 500

8 4 9 0.1037 175 27 15 24 0.0519 500

9 5 10 0.0883 175 28 16 17 0.0259 500

10 6 10 0.0605 175 29 16 19 0.0231 500

11 7 8 0.0614 175 30 17 18 0.0144 500

12 8 9 0.1651 175 31 17 22 0.1053 500

13 8 10 0.1651 175 32 18 21 0.0259 500

14 9 11 0.0839 400 33 18 21 0.0259 500

15 9 12 0.0839 400 34 19 20 0.0396 500

16 10 11 0.0839 400 35 19 20 0.0396 500

17 10 12 0.0839 400 36 20 23 0.0216 500

18 11 13 0.0476 500 37 20 23 0.0216 500

19 11 14 0.0418 500 38 21 22 0.0678 500
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Table 6.3: Generator Descriptions

Generator Bus GMAX (MW) GMIN (MW) Cost ($/MWh)

1 1 20 16 130

2 1 20 16 130

3 1 76 15.2 16.0811

4 1 76 15.2 16.0811

5 2 20 16 130

6 2 20 16 130

7 2 76 15.2 16.0811

8 2 76 15.2 16.0811

9 7 100 25 43.6615

10 7 100 25 43.6615

11 7 100 25 43.6615

12 13 197 69 48.5804

13 13 197 69 48.5804

14 13 197 69 48.5804

15 14 0 0 0

16 15 12 2.4 56.5640

17 15 12 2.4 56.5640

18 15 12 2.4 56.5640

19 15 12 2.4 56.5640

20 15 12 2.4 56.5640

21 15 155 54.3 12.3883

22 16 155 54.3 12.3883

23 18 400 1 4.4231

24 21 400 1 4.4231

25 22 50 10 0.0010

26 22 50 10 0.0010

27 22 50 10 0.0010

28 22 50 10 0.0010

29 22 50 10 0.0010

30 22 50 10 0.0010

31 23 155 54.3 12.3883

32 23 155 54.3 12.3883

33 23 350 140 11.8495
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demand data for 1440 intervals from the online PJM database [81] is standardized and scaled

so that the value 1.0 corresponds to the peak demand in the data.
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Figure 6.3: Demand Profile and Simulated Data

The demand at each hour is calculated by applying the demand profile to the demand

supplied by the IEEE test system at each bus where there is demand. Although the demand

at each bus follows the same time variability pattern, the actual values are distinct at different

buses. The demand profile and simulated data for each bus at each hour are plotted in

Fig. 6.3.

With the simulated demand data as input, the optimal voltage angle at each bus for

each interval is computed by the DCOPF software module from MATPOWER and plotted

in Fig. 6.4.

6.4.2 PCA

For illustration purposes, the figures and tables in subsections 6.4.2 and 6.4.3 are based

on analysis from the first 672 observations.

The 672 × 24 matrix, X, is formed by extracting the first 672 observations of the

simulated voltage angle data. The Gleason-Staelin statistic for the PJM data modeled as a

24-bus system, Φ = 0.8749, indicates that just over 87% of the variables are correlated and it

is worthwhile to use PCA to analyze the data. PCA is run on the covariance matrix (S from
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Figure 6.4: Voltage Angle Data

equation 5.5) of mean-centered voltage angle data. The u vectors are the PC coefficients

and the eigenvectors of S. The first PC is formed from equation (6.19).

uT1 x = u11x1 + u12x2 + . . .+ u1JxJ =
J∑
i=1

u1ixi (6.19)

Each of the PCs is orthogonal to all of the other PCs. The first 10 PC coefficients are

detailed in Table 6.4. Note that in the first u vector the first 12 coefficients are positive,

the 13th coefficient is 0 and the remaining 11 coefficients are negative. This represents a

contrast in the first 12 and last 11 variables. In Fig. 6.2 note that the bottom portion of the

network is made up of 138kV lines and the top portion of the network is made up of 230

kV lines. The first vector of PC coefficients accounts for 87.11% of the total variance and

represents this difference.
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Table 6.4: First 10 PC coefficients (U vectors)

Variable PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10

1 0.24 0.08 0.56 0.18 -0.06 0.12 -0.02 -0.60 0.09 -0.00

2 0.25 0.08 0.56 0.19 -0.06 0.12 -0.02 0.62 -0.04 -0.01

3 0.11 0.21 -0.01 -0.33 0.03 0.00 0.06 -0.14 -0.17 0.01

4 0.21 0.14 0.17 -0.17 0.01 -0.08 0.01 0.30 -0.03 0.00

5 0.23 0.12 0.23 -0.12 -0.01 -0.07 -0.00 -0.33 0.06 0.00

6 0.24 0.16 0.03 -0.33 0.02 -0.20 0.02 0.12 -0.01 0.01

7 0.37 0.18 -0.26 0.54 0.50 0.11 -0.01 -0.00 -0.00 -0.00

8 0.32 0.20 -0.25 0.03 0.30 -0.10 0.01 -0.01 0.00 0.00

9 0.14 0.14 -0.05 -0.26 0.08 -0.12 0.02 0.03 -0.03 0.00

10 0.18 0.13 -0.02 -0.27 0.07 -0.16 0.01 -0.03 0.04 0.00

11 0.04 0.10 -0.03 -0.17 0.06 0.01 -0.02 0.01 0.12 -0.01

12 0.02 0.02 0.04 -0.12 0.13 -0.11 0.01 -0.00 -0.03 0.00

13 0 0 0 0 0 0 0 0 0 0

14 -0.05 0.16 -0.05 -0.23 0.10 0.17 -0.07 0.03 0.33 -0.04

15 -0.18 0.24 0.02 -0.06 0.09 0.49 0.10 -0.01 -0.51 0.01

16 -0.18 0.17 0.05 -0.08 0.15 0.44 -0.13 0.06 0.52 -0.07

17 -0.21 0.32 0.03 0.08 -0.01 -0.07 -0.36 0.01 -0.05 -0.17

18 -0.22 0.40 0.02 0.16 -0.09 -0.33 -0.58 -0.02 -0.20 -0.16

19 -0.19 0.02 0.11 -0.14 0.30 0.09 -0.05 0.02 0.22 -0.03

20 -0.23 -0.13 0.21 -0.08 0.44 -0.16 0.01 -0.01 -0.03 -0.00

21 -0.23 0.38 0.04 0.19 -0.08 -0.22 0.65 0.01 0.12 -0.52

22 -0.22 0.36 0.04 0.14 -0.05 -0.16 0.25 0.02 0.13 0.83

23 -0.25 -0.23 0.29 -0.02 0.52 -0.26 0.04 -0.02 -0.17 0.01

24 -0.07 0.23 0.01 -0.16 0.07 0.30 0.08 -0.06 -0.38 0.01

Variance 73.81 8.27 2.09 0.39 0.17 0.00 0.00 0.00 0.00 0.00

Cum Var % 87.11 96.87 99.34 99.80 99.99 1 1 1 1 1

6.4.3 P and Qα

The results of Cattell’s Scree test in Fig. 6.5(a) indicate that the first 6 PCs should

be included in the common cause subspace accounting for a total variance of .999999 and

plotted in Fig. 6.5(b). These first 6 PCs are considered the common cause subspace (P = 6)

and the variance associated with them can be attributed to common causes like the size of

the lines connecting the buses and other traits inherent to the voltage angles at each of the

buses. The remaining 18 PCs are considered the assignable cause subspace and make up a
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Figure 6.5: Variance Accounted for by 6 PCs is 0.999999

Table 6.5: Variance and cumulative variance for each principal component

PC Variance Cumulative Variance PC Variance Cumulative variance

1 73.8122 0.8712 13 5.3322e-30 1

2 8.2693 0.9687 14 3.5378e-30 1

3 2.0932 0.9934 15 2.7701e-30 1

4 0.3906 0.9980 16 1.8572e-30 1

5 0.1721 0.999996 17 1.3736e-30 1

6 0.0003 0.999999 18 1.0660e-30 1

7 4.2889e-13 1 19 9.5295e-31 1

8 5.5422e-18 1 20 8.2343e-31 1

9 3.1365e-18 1 21 5.6158e-31 1

10 3.9932e-19 1 22 4.9512e-31 1

11 5.4423e-28 1 23 1.1173e-31 1

12 1.5510e-29 1 24 1.4800e-62 1

small percentage of the variance in the data. Table 6.5 gives the variance and cumulative

variance for all of the PCs.

6.4.4 Case A

The experiment in Case A assumes that a cyberattacker has accessed the database

containing the system data model and has modified the reactance, χij. The experiment is
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run for each line for each interval with six different factors, increased by 80%, increased by

50%, increased by 10%, decreased by 10%, decreased by 50% and decreased by 80%.

The summary in Table 6.6 includes only the lines where not all of the anomalies are

recognized. In all of the lines not listed in the table, 76%, all of the simulated anomalies

were recognized by the algorithm.

Table 6.6: Results in which less than 100% of the anomalies are found

Line +80% +50% +10% −10% −50% −80% Overall

1 100 100 80 81 100 100 94

4 97 95 81 82 97 99 92

9 100 100 99 99 100 100 100

11 99 98 92 92 98 99 96

22 38 37 37 37 38 54 40

34 98 98 86 89 99 99 95

35 98 98 86 89 99 99 95

36 93 90 80 81 94 97 89

37 93 90 80 81 94 97 89

All 98 98 95 96 98 99 97

Summarizing the results,

• 175104 runs were made on the 24-bus system

• All injected anomalies in 29 of the lines (76%) were detected.

• 97% of all injected anomalies were detected.

• As a result of the injected anomalies 227 OPF (0.13%) runs did not converge. These

were counted as detected anomalies since the non-convergence would cause the operator

to be made aware of the situation.

Since in the DC model power flow is calculated using voltage angles and reactance,

according to the formula in equation 3.2, it is to be expected that modification of reactance

would be identified as an anomaly in the majority of instances.

FIg. 6.6 is a comparison of the situation in line 2 when all of the anomalies are found

by the algorithm (Fig. 6.6(a)) and the situation when no anomaly is introduced into the
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system (Fig. 6.6(b)). The changes in Qα (the red line) are due to the size of the common

cause subspace at the time. The size of the subspace varies from 5 to 7 PCs. When all of

the anomalies are found, SPE (the blue line) is above Qα. The three anomalies falsely found

are shown in Fig. 6.6(b) and can be identified by the blue line rising above the red line.
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Figure 6.6: Using PCs with Total Cumulative Variance Less Than or Equal to 0.999999

The plots in Fig. 6.7 show the difference in the SPE when the reactance on line 22

is decreased by 10%, Fig. 6.7(a) and the SPE when the reactance on line 22 is increased

by 10%, Fig. 6.7(b). The same number of anomalies is found, 285 of 768, but the curves

are different since reducing the reactance increases power flow and increasing the reactance

decreases power flow.

6.4.5 Case B

The experiment in Case B assumes that a cyberattacker has accessed the database

containing the system data model and has modified the line status parameter, indicating

that a line is removed from service. The experiment is run for each line for each interval

with the results found in Table 6.7.

Overall 94% of the anomalies were found. When line 11 is removed from service the

OPF is infeasible. This infeasibility is because line 11 connects bus 7 to bus 8 and is a radial
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(b) Increased reactance on line 22 by 10% finds
285 anomalies.

Figure 6.7: Using PCs with Total Cumulative Variance Less Than or Equal to 0.999999

Table 6.7: Anomalies Found When a Line is Removed From Service

Line Not Converged Found Found (%) Line Not Converged Found Found (%)

1 2 766 100 20 1 767 100

2 14 754 100 21 1 767 100

3 1 767 100 22 0 550 72

4 7 757 99 23 0 768 100

5 0 768 100 24 0 768 100

6 0 768 100 25 5 763 100

7 0 768 100 26 5 763 100

8 13 755 100 27 0 768 100

9 0 768 100 28 0 768 100

10 7 761 100 29 0 768 100

11 DNC 30 11 757 100

12 1 767 100 31 0 768 100

13 8 760 100 32 1 767 100

14 0 768 100 33 1 767 100

15 1 767 100 34 0 767 100

16 0 768 100 35 0 767 100

17 1 767 100 36 1 750 98

18 2 766 100 37 1 750 98

19 0 768 100 38 0 768 100

All 77 27313 94
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line, providing the only source of power to bus 7. Lines 4, 22, 36 and 37 are the other lines

where not all of the anomalies are found.

6.4.6 Case C

The simulation in Case C assumes that a cyberattacker has accessed the database con-

taining the system data model and has modified two parameters on a single line: reactance

χij, generator capacity GMAX
i or line capacity FMAX

ij . The experiment is run for each line

for each interval with eighteen factors ranging from increased by 90% to decreased by 90%.

The choice of which parameters to include and the amount of change applied to the parame-

ters were randomly chosen from the uniform distribution. The results vary according to the

parameters changed and the amount of change.

• When reactance is included in the attack and is modified by any factor, 99.57% of the

changes are successfully identified as anomalies.

• When generator capacity and line capacity are included together in the attack, the

successful identification of the changes as anomalies depends on the change factor.

6.5 Case Study II IEEE 118-bus test system

The IEEE 118-bus test system [80],[85] represents a portion of the American Electric

Power System in the Midwestern United States as of December 1962. It is a frequently used

larger network for testing transmission system applications. The 118-bus system has 186

transmission lines with 9 transformers; 118 buses of which 99 have loads; and 54 generators,

35 of which are synchronous condensers1. Complete data for the system can be found in [86].

The experiments run in this case study are informed by the use of complex network

theory [87] to identify line vulnerability. In order to be successful in a cyberattacker’s goal

of causing damage (i.e. cascading failures) to the power grid it will be necessary for him

1A synchronous condenser absorbs or produces reactive power.

61



to be aware of the relationships among the lines and buses in a large system. A small but

strategically placed change to the system could successfully cause a cascading failure.
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Figure 6.8: One Line Diagram of IEEE 118-bus Test System

6.5.1 Data Descriptions

Because the data for the line rating in [80] is estimated to be 9900 for each line, it

is necessary to develop a reasonable line capacity for each line in the 118-bus system. An

estimate from [85] uses equation 6.21 when the nominal rating of the buses on either end of the

line are the same and equation 6.23 when the ratings are different, indicating a transformer

or an ideal line. The formulae were developed by fitting a linear regression model onto

the log(χij/Rij) to log(FMAX
ij ) data of two known systems. The regression model fits the

parameters a and k in the function described in equation 6.20 and selects k = 0.4772 and

62



a = −5.0886.

y = eaxk (6.20)

FMAX
ij = ṅe−5.0886

(
χij
Rij

)0.4722

(6.21)

where ṅ is the common nominal rating for the from bus i and to bus j of the line, χij is the

reactance of the line, and Rij is the resistance of the line.

The line capacity relates to apparent power as in equation (6.22).

g2ij + q2ij ≤ FMAX
ij

2
(6.22)

A reasonable upper bound for FMAX
ij

2
according to [85] is calculated from equa-

tion (6.23).

FMAX
ij

2
= (V MAX

i )2y2ij((V
MAX
i )2 + (V MAX

j )2 − V MAX
i V MAX

j cos(θi − θj)) (6.23)

where V MAX
i and V MAX

j are the maximum voltages at the from bus i and the to bus j, respec-

tively; yij is the line admittance magnitude; and the voltage angle difference is reasonably

estimated to be 15◦.

In the 118-Bus system, 35 of the 54 generators are synchronous condensers which only

affect reactive power. A new version of the case was located at [86] with updated parameters,

including the line flow capacity. This test system has been modernized to improve research

using the AC version of the OPF program in MATPOWER. For this reason, the AC version

of the OPF program was run in the experiments that follow in this section.
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6.5.2 PCA

For illustration purposes, the figures and tables in subsections 6.5.2 and 6.5.3 are based

on PCA analysis from the first 672 observations. Section 6.4.2 provides an explanation about

the PCA analysis.

The 672 × 118 matrix, X, is formed by extracting the first 672 observations of the

simulated voltage angle data. The Gleason-Staelin statistic for the PJM data modeled as

a 118-bus system, Φ = 0.8333, indicates that just over 83% of the variables are correlated

and it is worthwhile to use PCA to analyze the data. PCA is run on the covariance matrix

(S from equation 5.5) of mean-centered voltage angle data. The first 10 PC coefficients (u

vectors) are detailed in Table 6.8.

Table 6.8: First 10 PC coefficients (U vectors)

Variable u1 u2 u3 u4 u5 u6 u7 u8 u9 u10

1 0.137 0.127 0.023 -0.063 -0.143 0.006 0.074 0.009 -0.060 0.012

2 0.132 0.126 0.024 -0.056 -0.151 0.017 0.113 0.021 -0.080 0.018

3 0.133 0.127 0.022 -0.058 -0.137 0.011 0.080 0.003 -0.050 0.011

4 0.117 0.126 0.016 -0.042 -0.104 0.021 0.090 0.002 -0.020 0.009

5 0.115 0.126 0.015 -0.040 -0.100 0.024 0.091 0.002 -0.013 0.005

6 0.126 0.126 0.020 -0.050 -0.131 0.017 0.102 0.002 -0.053 0.021

7 0.127 0.126 0.022 -0.050 -0.141 0.020 0.118 0.003 -0.067 0.027

8 0.093 0.126 0.005 -0.019 -0.049 0.034 0.080 0.005 0.046 -0.015

9 0.093 0.126 0.005 -0.019 -0.049 0.034 0.080 0.005 0.046 -0.015

10 0.093 0.126 0.005 -0.019 -0.049 0.034 0.080 0.004 0.046 -0.015

6.5.3 P and Qα

The reason for using the Log-Eigenvalue plot becomes more clear when the number of

variables is large, 118 in this case. The elbow is much more clear in Fig. 6.9(b) than in

Fig. 6.9(a) and indicates that the first 13 PCs should be included in the common cause

subspace accounting for a total variance of 0.9999991. These first 13 PCs are considered the

common cause subspace (P = 13) and the variance associated with them can be attributed
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to common causes like the size of the lines connecting the buses and other traits inherent to

the voltage angles at each of the buses. The remaining PCs are considered the assignable

cause subspace and make up a small percentage of the variance in the data.
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Figure 6.9: Variance Accounted for by 13 PCs is 0.9999991.

6.5.4 Line Vulnerability

A power transmission network can be topologically modeled as a graph where buses

are considered nodes and transmission lines are considered edges. The field of complex

networks [87] provides insight into the relationships among the nodes and edges as well as

the robustness of the graph as a whole. The electrical properties of the components involved

in the transmission of electric power require enhancements to these topological insights to

accurately model the grid. For instance, Steen’s definition of the shortest path

Definition 1. Consider an undirected graph G and two vertices, u, v ∈ V (G). Let P be a

(u, v)-path having minimal weight among all (u, v)-paths in G. The weight of P is known as

the (geodesic) distance d(u, v) between u and v. Path P is called a shortest path (u, v)-path,

or a geodesic between u and v [87].

uses geodesic distance to identify the shortest (distance-wise) or most efficient path from one

node to another. In many systems modeled as a graph, the shortest path is the one that flow
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follows, e.g. traffic flow. However, electric power flow is not only determined by the physical

node to node relationships, but also by the laws of physics. Electric power flows through all

of the available paths, not simply the shortest path.

Line vulnerability in a transmission network has been studied by several researchers

in recent years. Since the focus in this research is the transmission line, the research

cited focuses only on line vulnerability. Panigrahi considered line reactance as an elec-

trical weight [88] applied to edges to assess power grid vulnerability. In their work, Koc

et al. proposed a metric to assess network vulnerability against cascading failure due to

line overload. The metric, ‘electrical node significance’ finds the node with the most edges

emanating from it and chooses line vulnerability based on the amount of power transmitted

through the node [89]. In additional research on network robustness, Koc et al. proposed

‘effective graph resistance’ to identify critical lines [90]. Pepyne applied line loading to grid

topology to identify line vulnerability [91]. Cadini, et al. introduced the use of ‘reliability

distances’ among network nodes by using the probability of line failure as an edge weight in

centrality calculations [92]. Each different electrical weight yields a different set of critical

lines.

The technique documented by Koc et al. [90] based on effective graph resistance is used

in this case study to find line vulnerability where G is defined as a directed graph with N b

nodes and N e edges.

Effective Resistance. Effective resistance, ρij, is the aggregate of reactances between two

nodes in the transmission network as explained by equation (6.24).

ρij =
N∑
i=1

N∑
j=i+1

χij (6.24)

A second method of calculating effective resistance uses the Laplacian matrix of the

graph. The Laplacian matrix with edge weight equal to 1/χij in an electric transmission

network is the B admittance matrix used in the DC optimal power flow program.
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LGij =


ψi =

∑Nb

j
1
χij

if i = j

− 1
χij

if i 6= j and (i, j) ∈ E

0 otherwise.

(6.25)

In equation (6.25) ψ is considered the strength of node i and E is the set of edges in

the graph.

After calculating the Moore Penrose pseudo-inverse of the Laplacian, LG+, the effective

resistance between nodes i and j is

ρij = LG+
ii − 2LG+

ij + LG+
jj (6.26)

Effective graph resistance. Effective graph resistance, RG is the total resistance for all

nodes and edges in the network and can be computed in two different ways

• From the aggregate of all effective resistances according to equation (6.27)

RG =
N∑
i=1

N∑
j=i+1

ρij (6.27)

• From the Laplacian as in equation (6.28) where µ is the vector of eigenvalues of the

Laplacian matrix sorted in order of decreasing size. Note that the last eigenvalue is

zero.

RG = N b

Nb−1∑
i=1

1

µi
(6.28)

Vulnerable lines. RG is calculated for the entire network with all lines in active status

and then for the network with (one by one) each line removed. The metric, ∆Rl
G described

in equation 6.29 identifies the relative increase in RG caused by line removal and is used to

identify vulnerable lines. An increase in RG coincides with a decrease in power flow. Less
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power in a network implies that the network may not have sufficient power available to serve

demand. The metric uses the

∆Rl
G =

RG−l −RG

RG

(6.29)

Based on the ∆Rl
G metric, the list of the ten most vulnerable lines in the 118-bus

network is documented in Table 6.9.

Table 6.9: 10 most vulnerable lines

Line From To ∆Rl
G(%)

104 65 68 18.99

96 38 65 15.72

30 23 24 11.00

126 68 81 10.97

54 30 38 10.71

127 80 8 10.62

110 70 71 9.92

37 8 30 8.00

129 82 83 7.54

8 8 5 6.22

6.5.5 Case A

The experiment in Case A assumes that a cyberattacker has accessed the database

containing the system data model and has modified the reactance, χij. The experiment

is run for each of the ten most vulnerable lines for each interval with six different factors,

increased by 80%, increased by 50%, increased by 10%, decreased by 10%, decreased by 50%

and decreased by 80%.

In a real system, the operator implements the decision variables as calculated from the

model with the incorrect reactance. The real power flow results from using the incorrect

information from the model. After implementation in the line with the incorrect data, the

real power flow is reduced because of a modeled reactance increase and increased because of

a modeled reactance decrease.
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Table 6.10: Anomalies found on vulnerable lines when reactance is changed

Line From To +80% +50% +10% −10% −50% −80% Overall

104 65 68 100% 100% 100% 100% 100% 100% 100%

96 38 65 100% 100% 100% 100% 100% 100% 100%

30 23 24 100% 100% 100% 100% 100% 100% 100%

126 68 81 100% 99.9% 60.9% 66.2% 100% 100% 87.80%

54 30 38 100% 100% 100% 100% 100% 100% 100%

127 80 8 100% 100% 75.9% 78.4% 100% 100% 92.38%

110 70 71 100% 100% 100% 100% 100% 100% 100%

37 8 30 96.7% 92.6% 65.4% 67.6% 94.8% 98.7% 85.96%

129 82 83 100% 100% 100% 100% 100% 100% 100%

8 8 5 96.4% 88.3% 43.9% 42.7% 95.7% 100% 61.76%

Among the ten lines deemed the most vulnerable to network collapse, 94% of the inserted

anomalies are found by the algorithm with 10 false anomalies in the 768 hours.

To determine the effect of the not finding the anomaly, these steps are followed:

1. OPF is run with the reactance changed by the attacker and optimal decision variables

(voltage angles, voltage magnitudes real power injections and reactive power injections)

are calculated.

2. These decision variables are substituted into the Power Flow (PF) program with the

correct reactance.

3. Real power flow is calculated according to equation (6.11) for each line in the network.

4. Reactive power flow is calculated according to equation (6.12).

5. Apparent power flow is calculated according to equation (6.30). Apparent power is

used for line use calculations in the AC model since the capacity limits on the line are

based on apparent power.

fAij =
√
fPij

2
+ q2ij (6.30)

where fPij is the real power flow between buses i and j and qij is the reactive power

flow between buses i and j.
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6. Line usage is calculated according to equation (6.31) for each line in the network. This

is the result that the operator will see. With no overloaded lines, the operator will

implement the erroneous power flows.

yij =
fAij

FMAX
ij

(6.31)

Line 126. When the reactance on line 126 is increased by 50%, documented in Fig. 6.10

there is one hour (t = 72) when the inserted anomaly is not found.
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Figure 6.10: Result of Case A when Reactance on Line 126 is Increased by 50%

An examination of the results finds that in line 126 at time t = 72 when the reactance

increased by 50%, the resulting power flow changes slightly from the power flow without the

anomaly, but does not cause any overloads to the system, and therefore will not cause a
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cascade of failures. The apparent power flow decreased from 37.5366 (calculated with OPF)

to 11.5565 (implemented in the real system using PF). The percent of line use in the entire

network is presented in Fig. 6.11.
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(a) Case A with no anomaly inserted
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(b) Case A with reactance on line 126 increased
by 50%

Figure 6.11: Line Use Comparison in Line 126

Line 8. Overall, anomaly identification success in line 8 was 78% as seen in Fig. 6.12.

After following the steps documented earlier in this section, the results in Fig. 6.13

shows that the line use changes slightly for all lines with an anomaly in line 8. Reducing

the reactance by 10% increased the real power flow in line 8. For instance at time t = 23

the real power flow without an anomaly introduced was -0.7418 and implemented with the

reactance decreased by 10% it was -0.4891. The results in table 6.11 show the changes to

line 8 at time t = 23 for the reactance change. The power flow changes are not enough to

cause damage to the network. Note that on line 141, both with and without the anomaly in

line 8, the line use is 100%.

Line used in all
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Figure 6.12: Result of Case A when Reactance on Line 8 is Decreased by 10%
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(b) Reactance in Line 8 Decreased by 10%

Figure 6.13: Line Use Comparison for Line 8

Table 6.11: Changes in Line 8 at t = 23

Situation χij fPij qij sij % line used

Without anomaly 0.0267 -0.7418 -3.7205 3.7937 .36

Implemented 0.0240 -0.4891 23.4970 23.5021 2.14
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Line 37. Overall, anomaly identification success in line 37 was 86%. When the reactance

was increased by 80%, 96.7% of the anomalies were discovered by the algorithm. In the

remainder of this analysis the focus will be on time interval t = 63.
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Figure 6.14: Result of Case A when Reactance on Line 37 is Increased by 80%

After following the steps documented earlier in this section, the results in Fig. 6.15 show

that the line use for line 37 changes slightly because of the anomaly. Because the reactance

was increased the power flow was reduced from 20.5196 to 20.3072 at t = 63 on line 37

causing adjustments throughout the network. The power flow changes are not enough to

cause damage to the network.

6.5.6 Case B

The experiment in Case B assumes that a cyberattacker has accessed the database

containing the system data model and has modified the line status parameter, indicating

that a line is removed from service. The experiment is run for each line for each interval and

in all of the most vulnerable lines 100% of the anomalies are found.
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(b) Reactance on Line 37 Increased by 80%

Figure 6.15: Line use Comparison in Line 37 with One Change in the Line

6.5.7 Case C

In Case C the cyberattacker has accessed the database containing the system data model

and has modified two parameters each by one of six factors. The algorithm randomly chooses

two of three parameters to change–reactance, resistance and MVA rating. The amount of

change applied to the parameters is also randomly chosen. The results in the most vulnerable

lines, shown in Table 6.12, are successful for 64% of the lines. In any line where reactance is

changed the result is 100% successful.

Table 6.12: Case C results

Pipeline Parameter 1 Changed by Parameter 2 Changed by Result (%)
104 reactance -30% resistance +10% 100
96 resistance -80% reactance -60% 100
30 resistance +40% line capacity +70% 72

126 reactance +70% resistance -90% 100
54 resistance +40% reactance -10% 100

127 line capacity +30% resistance +70% 1
110 line capacity -40% reactance +70% 100
37 line capacity -80% resistance -80% 10

129 resistance -50% line capacity +40% 63
8 line capacity +70% resistance -10% 10

Lines 8 and 127 both have transformers installed on the sending end of the line and

line 8 has a synchronous condenser installed at the sending end of the line, bus 8. The

synchronous condenser regulates voltage by increasing or decreasing the reactive power.
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To better understand the effect of the cyberattack, line 37 will be studied further. Line

37 transmits power from bus 8 to bus 30. The synchronous condenser at bus 8 regulates the

voltage on the line by increasing or decreasing the reactive power.

In line 37 the resistance was decreased by 80% and the line capacity was decreased by

80%. At time t = 7 Fig 6.16 shows there is no visible change to the line use. Table 6.13

provides the actual values of the pertinent parameters and resulting variables. Notice how

the reactive power qij is decreased.

Although the percentage of line used in line 8 increases significantly, no lines are over-

loaded.
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(b) Line 37 Resistance and Line Capacity De-
creased by 80%

Figure 6.16: Line use Comparison in Line 37 with Two Changes in a Single Line

Table 6.13: Changes in Line 37 at t = 7

Situation Rij FMAX
ij fPij qij fAij % line used

Without anomaly 0.00431 580 -1.6955 -4.1861 4.5164 0.41

Implemented 0.00344 116 -1.4562 -12.1593 23.5806 2.15

6.6 Discussion

In both of the transmission networks tested in the electric power industry the algorithm

detected more than 90% of the simulated anomalies.

75



The 24-bus system was modeled using the DC model, a simplification of the AC model

often used in planning and some operational situations. The AC model is used in practice

in critical operational situations, so its use in the 118-bus system is an important test of the

algorithm.

Complex network theory was used in the 118-bus system to identify the most vulnerable

transmission lines. These ten lines need to be carefully monitored by the operator. Unde-

tected modification to parameters in the database related to these lines are more likely to

result in cascading failure.
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Chapter 7

Experimental Cyberattack to Gas Transmission Systems

Natural gas is a nonrenewable fossil fuel composed of hydrocarbon gases, primarily

methane. As an energy source, it often fuels heating, cooking, electricity generation, and

vehicles. Natural gas is typically found close to petroleum and the two are extracted at the

same time in many instances. Before natural gas can be used as a fuel it must go through

a treatment process to remove impurities, including water, to meet specifications defined by

the market demand.

As seen in Fig. 7.1 the process of getting natural gas to its intended destinations begins

with extraction from land wells, offshore wells, liquid natural gas (LNG) tankers, and storage

facilities. This gas is gathered in small (gathering) lines and transported to a treatment plant.

From the treatment plant the more refined natural gas (85% methane) is transmitted in large

pipes (transmission) across thousands of miles to where it is needed. At city gates, the gas

is odorized and prepared for distribution through smaller pipelines (distribution) to the end

users. Power plants and large industrial customers may be fed directly from the transmission

system.

7.1 Gas Transmission System

The transmission system is a complex network of nodes and their connecting pipelines

operating under a wide range of pressures. Load nodes are the network points where load is

known–this may be customer demand (-) or a supply of gas to the network (+) either from

storage, a specific source or from another network. Transit nodes have zero load but represent

a change in network topology. Each pipeline can be described as either passive or active.

In passive pipelines the gas flows freely according to its properties and the environment. In
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Figure 7.1: Real Natural Gas System

active pipelines equipment either increases (compressor) or decreases (regulator) the pressure

at which the gas travels. Transmission pipelines are connected to the nodes in the network

and provide for the flow of gas through the network from treatment plants to city gates.

The role of the operator in natural gas networks is changing as more technology is inte-

grated into the process, but slowly. In most networks in the United States, approximations,

decompositions, and engineering judgement play a major role in decisions about interstate

natural gas flow. For the purpose of this research, the application software used to compute

the multivariate data to be analyzed for anomaly detection is the OGF program. Below an

OGF model is presented and discussed.
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As documented earlier in this paper, no known cyberattacks have been successfully

carried out on the U. S. natural gas transmission network so it is difficult to identify a

typical attack. Line characteristics are changed in the cases described below because this

data is accessible, affects the calculation of optimal flows, and changes to line characteristics

may not be detected by a system operator.

7.2 Optimal Gas Flow

The flow of natural gas differs significantly from the flow of electricity. Natural gas flows

at approximately 30 to 40 miles per hour according to the laws of thermodynamics. Natural

gas can be stored in underground facilities until it is needed. Because of these significant

differences, the flow of natural gas is not monitored as strenuously as the flow of electricity.

The typical natural gas pipeline operator uses the results of sensors with periodic runs of an

optimal gas flow program for decision making.

Natural gas transmission pipeline network presents a difficult problem to solve math-

ematically. Both the objective function and constraint equations are nonlinear and the

solution space is non-convex. Researchers have used meta-heuristics such as simulated an-

nealing and GA, dynamic programming, various relaxation methods, and combinations of

all of the above [93] to approximate solutions.

In order to make the solution more tractable, in this research these assumptions limit

the scope of the problem.

• The problem is in steady-state and flow variables are time-independent.

• Gas flow is considered isothermal. Any heat transfer between the gas and the environ-

ment remains constant.

• The flows, fGij are unrestricted in sign. If fGij < 0 then the flow −fGij goes from node j

to node i.
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• Pipelines are strictly horizontal.

• The system is deterministic. All parameters are known in advance.

As in OPF, the solution vector of the OGF module changes over time based on the

natural variability in the module’s input data.

Researchers in natural gas transmission are concerned with both the mass flow rate

and the volumetric flow rate of the gas. Understanding the difference and the relationship

between the two is important to the remainder of this chapter.

Volumetric flow of natural gas is defined as “the volume (amount of space occupied)

of natural gas that flows through a pipe per unit of time.” Volumetric flow is measured in

M3/second or ml/second or ft3/hour. Mass flow rate of natural gas is defined as “the amount

of natural gas that flows through a pipe per unit of time.” The two measures are related by

equation 7.1 [94].

fGij = δv̇ (7.1)

where δ is the density of natural gas and v̇ is the volumetric flow rate of natural gas.

Throughout this research natural gas flow implies mass flow. Any reference to volumetric

flow will be specifically noted.

7.2.1 OGF Model

With the de-regulation of natural gas, utility companies that managed the flow of gas

through the entire network have been split into several companies with transmission sepa-

rated from supply and distribution. Since de-regulation much of the literature approximates

the optimal flow through the transmission network by minimizing the cost of gas used to

power compressors. Important constraints in the model represent the relationships between

gas flow in pipelines and pressure at network nodes. The system is modeled as a graph

G = (N,P ) of nodes and connecting pipelines. The set of nodes is partitioned into N s
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(supply nodes), Nd (demand nodes), and N t (transshipment nodes). The set of pipelines is

divided into P p (passive pipelines) and P a (active pipelines with a compressor). A passive

pipeline has positive length and connects two distant nodes. An active pipeline has length

zero. A device on an active pipeline increases the pressure (compressor) as the gas passes

through the device. Let A be the incidence matrix of the graph. The columns of A are

partitioned into A = (Ap, Aa). The entire optimization problem is stated below as defined

in [95].

minimize
fG,s,p,w

β
∑

(i,j)∈Aa

1

0.9ηij
wij (7.2)

subject to

∑
j|(i,j)∈A

fGij =
∑

j|(j,i)∈A

fGji + si ∀i ∈ Nn (7.3a)

sign(fGij )fGij
2

= CG
ij (p

2
i − p2j) ∀(i, j) ∈ Ap (7.3b)

sign(fGij )fGij
2
>= CG

ij (p
2
i − p2j) ∀(i, j) ∈ Aa (7.3c)

wij = γ1f
G
ij

((
pj
pi

)γ2
− 1

)
∀(i, j) ∈ Aa (7.3d)

SMIN
i ≤ si ≤ SMAX

i ∀i ∈ Nn (7.3e)

PMIN
i ≤ pi ≤ PMAX

i ∀i ∈ Nn (7.3f)

fGij ≥ 0 ∀(i, j) ∈ Aa (7.3g)

pj
pi
≤ 1.6 ∀(i, j) ∈ Aa (7.3h)

wij ≤ WMAX
ij ∀(i, j) ∈ Aa (7.3i)
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Decision Variables.

x =



fG

s

p

w


where fG is the N f × 1 vector of mass gas flow,

s is the Nn × 1 vector of sources, demand is modeled as a negative source,

p is the Nn × 1 vector of nodal pressures,

w is the Na × 1 vector of energy used by a compressor station.

Objective Function. The objective function minimizes the cost of energy used at the

compressor stations in the network. This objective function is realistic in the de-regulated

era of natural gas transmission where the operator is concerned with expeditiously taking the

gas from suppliers (within limits) and delivering the gas as demanded by customer contract

at a minimized transmission cost.

minimize
fG,s,p,w

β
∑

(i,j)∈Aa

1

0.9ηij
wij

where η is the Na × 1 vector of thermic efficacies of compressor stations,

β is the energy price in K-euro/kW,

and all other variables and parameters are as defined above.

Constraints. Several types of constraints ensure a feasible solution to the OGF.

Nodal balance equations ensure that flows in and out of a node and supply and demand

at the node are balanced.

∑
j|(i,j)∈A

fGij =
∑

j|(j,i)∈A

fGji + si ∀i ∈ Nn
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where s is the vector of gas supplies(+) and demands(-) at each network node, and all other

variables and parameters are as defined above.

The pressure and flow relationship in passive pipelines (equation (7.4)) differs from the

pressure and flow relationship in active pipelines (equation (7.5)).

sign(fGij )fGij
2

= CG
ij (p

2
i − p2j) ∀(i, j) ∈ Ap (7.4)

sign(fGij )fGij
2
>= CG

ij (p
2
i − p2j) ∀(i, j) ∈ Aa (7.5)

fGij ≥ 0 ∀(i, j) ∈ Aa

where CG is the vector of constants particular to a pipeline beginning at node, i and ending

at node, j, and all other variables and parameters are defined above. CG is defined by

equation (7.6).

CG
ij = 96.074830× 10−15

D5
ij

λijZTLijδ
(7.6)

where λij, defined by equation (7.7) is the friction factor for fully turbulent conditions,

1

λij
=

[
2 log

(
3.7Dij

ε

)]2
, (7.7)

LGij = length of the pipe in km

Dij=interior diameter of the pipe in mm

T = gas temperature in K (constant at 281.15)

ε = absolute rugosity (roughness) of pipe in mm (constant at 0.05)

δ = density of gas relative to air (constant at 0.6106)

Z = gas compressibility factor (constant at 0.8)
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The power used by a compressor, wij as defined by equation (7.8), relates to specific

characteristics of the installed compressor. The pressures at the connecting nodes of the

active pipeline enforce the energy used by the compressor.

wij = γ1f
G
ij

((
pj
pi

)γ2
− 1

)
∀(i, j) ∈ Aa (7.8)

wij ≤ WMAX
ij ∀(i, j) ∈ Aa

Supply and demand is governed by contractual agreements between the transmission

company and suppliers and customers. Unlike in electric power transmission, supply and

take amounts typically have a 10% range in either direction.

SMIN
i ≤ si ≤ SMAX

i ∀i ∈ Nn

Pressures at each node must conform to pressure standards for the node.

PMIN
i ≤ pi ≤ PMAX

i ∀i ∈ Nn

And a pressure ratio of the pressure of gas leaving the compressor to the pressure of gas

entering the compressor must remain below 1.6 (a standard industry constant).

pj
pi
≤ 1.6 ∀(i, j) ∈ Aa

7.2.2 OGF Solution

The problem as defined by equations (7.2) and (7.3) is divided into two subproblems.

The first problem as modeled in equations (7.9) and (7.10) relaxes the pressure constraints

and eliminates the compressors, solving for all flows and supplies under these conditions.

The solution to this problem (fG and s) is a good starting point for the full problem as
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defined in equations (7.2) and (7.3).

minimize
fG,s

∑
(i,j)∈A

|fGij |fGij
2

3CG
ij

(7.9)

subject to

∑
j|(i,j)∈A

fGij =
∑

j|(j,i)∈A

fGji + si ∀i ∈ Nn (7.10a)

SMIN
i ≤ si ≤ SMAX

i ∀i ∈ Nn (7.10b)

In this research Matlab’s function, fmincon, is used to solve both subproblems of the

OGF problem.

7.3 Gas Flows

The general flow equation for steady-state gas flow at standard conditions for horizontal

pipe is found in equation (7.11).

Qn = C
Tn
pn

√
(p21 − p22)D5

fSLGTZ
(7.11)

where

C =

√
π2Rair

64
is a constant (7.12)

Tn = 288K—the standard temperature,

pn ≈ 0.1MPa—the standard pressure,

p1 is the pressure at the inlet node of the pipeline,

p2 is the pressure at the outlet node of the pipeline,

D is the inner pipe diameter,

f is the friction factor,
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S is the specific gravity of the gas,

LG is the length of the pipeline,

T is the gas temperature in K,

Z is the gas compressibility factor, and

R is a constant for air.

Three simplified flow equations have been developed for use in the gas industry to

model gas flow in transmission pipelines, the Weymouth equation (developed in 1912), the

Panhandle A equation (developed in 1940), and the Panhandle B equation (developed in

1956). Each of these equations is based on the general gas equation (7.11) with a different

simplification to model the friction in the pipeline. The equations were developed to simplify

an analytical solution to flow calculations [96].

The flow equation (7.4) used in this research was derived for use in fully turbulent flow

conditions occurring in large pipelines where the gas is transmitted under high pressure

and is known as the Weymouth equation [97]. All of the flow equations in use today can

be simplified to equation (7.13), effectively the relationship between the mass flow rate of

natural gas, fGij through the pipeline from i to j and the pressure drop p2i −p2j from beginning

to end of the pipeline. The constant CG
ij varies according to the gas and pipeline properties

(equations 7.6 and 7.7).

fGij =
√
CG
ij (p

2
i − p2j) (7.13)

Flows are calculated using a MATLAB program modified from [98] that uses the Newton-

Raphson method of solving a nonlinear system of equations.

7.4 Case Study: Belgium Gas Transmission Network

The real system used for this experiment is the Belgium Power Flow network as in was

documented in the late 1990’s. The slightly modified (duplicate lines were removed) Belgian
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network [99, 100] is a tree shape with 20 nodes and 19 pipelines with 2 compressor stations.

The model is presented in Fig. 7.2. The data used by the OGF program is described in

section 7.4.1.
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Figure 7.2: Belgium Gas Transmission Network

7.4.1 Data Descriptions

Miscellaneous Constants

Isentropic exponent, k = 1.287

Gas Compressibility factor (dimensionless), Z = 0.8

Gas Constant, RG = 85.2

Specific gravity, Sg = 0.6248

Gas Temperature (K), T = 281.15

Gas Density relative to air (dimensionless), δ = 0.6106
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Absolute rugosity of pipe (mm), e = 0.05

In addition, the following assumptions were made about the two compressors.

• Compressor 1 at Voeren is a turbo compressor so η1 = .75 and γ1 = 0.167

• Compressor 2 at Sinsin is a moto compressor with η2 = .80 and γ1 = 0.157.

Table 7.1: Pipeline Descriptions

Pipeline From To D LG CG Type WMAX γ1 γ2 η
(mm) (km)

1 1 2 890.0 4.0 9.0703 PASSIVE N/A N/A N/A N/A
2 2 3 890.0 6.0 6.0469 PASSIVE N/A N/A N/A N/A
3 3 4 890.0 26.0 1.3954 PASSIVE N/A N/A N/A N/A
4 5 6 590.1 43.0 0.1003 PASSIVE N/A N/A N/A N/A
5 6 7 590.1 29.0 0.1487 PASSIVE N/A N/A N/A N/A
6 7 4 590.1 19.0 0.2269 PASSIVE N/A N/A N/A N/A
7 4 14 890.0 55.0 0.6597 PASSIVE N/A N/A N/A N/A
8 8 9 890.0 5.0 7.2562 ACTIVE 20888 0.1670 0.2360 0.7500
9 9 10 890.0 20.0 1.8140 PASSIVE N/A N/A N/A N/A

10 10 11 890.0 25.0 1.4512 PASSIVE N/A N/A N/A N/A
11 11 12 890.0 42.0 0.8638 PASSIVE N/A N/A N/A N/A
12 12 13 890.0 40.0 0.9070 PASSIVE N/A N/A N/A N/A
13 13 14 890.0 5.0 7.2562 PASSIVE N/A N/A N/A N/A
14 14 15 890.0 10.0 3.6281 PASSIVE N/A N/A N/A N/A
15 15 16 890.0 25.0 1.4512 PASSIVE N/A N/A N/A N/A
16 11 17 395.5 10.5 0.0514 PASSIVE N/A N/A N/A N/A
17 17 18 315.5 26.0 0.0064 ACTIVE 3356 0.1570 0.2360 0.8000
18 18 19 315.5 98.0 0.0017 PASSIVE N/A N/A N/A N/A
19 19 20 315.5 6.0 0.0278 PASSIVE N/A N/A N/A N/A

A Monte Carlo simulation of the gas network is coded to generate nodal pressure data

since the actual state variable results are difficult to obtain. In the simulation, monthly

demand data from the U.S. Energy Information Administration (EIA) [101] beginning in

January 2001 and ending in November 2014, 167 months of data, is used. The data is

standardized and scaled so that the value 1.0 corresponds to the peak demand in the data.

Supplies (that were not demands) were left unchanged. Plots of the profile data and the

simulated demand are shown in Fig. 7.3.
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Table 7.2: Node Descriptions

Node Type Minimum Maximum Minimum Maximum Demand
Supply Supply Pressure Pressure

(106 scm) (106 scm) (bara) (bar) (106 scm)

1 Supply 8.870 11.594 0 77.0 0.000
2 Supply 0.000 8.400 0 77.0 0.000
3 Demand -Inf -3.918 30 80.0 3.918
4 Tranship 0.000 0.000 0 80.0 0.000
5 Supply 0.000 4.800 0 77.0 0.000
6 Demand -Inf -4.034 30 80.0 4.034
7 Demand -Inf -5.256 30 80.0 5.256
8 Supply 20.344 22.012 50 66.2 0.000
9 Tranship 0.000 0.000 0 66.2 0.000

10 Demand -Inf -6.365 30 66.2 6.365
11 Tranship 0.000 0.000 0 66.2 0.000
12 Demand -Inf -2.120 0 66.2 2.120
13 Supply 0.000 1.200 0 66.2 0.000
14 Supply 0.000 0.960 0 66.2 0.000
15 Demand -Inf -6.848 0 66.2 6.848
16 Demand -Inf -15.616 50 66.2 15.616
17 Tranship 0.000 0.000 0 66.2 0.000
18 Tranship 0.000 0.000 0 63.0 0.000
19 Demand -Inf -0.222 0 66.2 0.222
20 Demand -Inf -1.919 25 66.2 1.919

aBar is the atmospheric pressure at sea level in mm
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Figure 7.3: Demand Profile and Simulated Data

The simulated demand data is used as input and the optimal nodal pressure at each

node for each month is computed by the OGF software module (modified from MATPOWER

OPF module).

7.4.2 PCA

For illustration purposes, the figures and tables in subsections 7.4.2 and 7.4.3 are based

on analysis from the first 58 observations.

The 58×20 matrix, X, is formed by extracting the first 58 observations of the simulated

pressure data. The Gleason-Stalin statistic for the EIA data modeled as a 20-node gas

system, Φ = 0.7169 which implies that 71.69% of the variables in the dataset are correlated.

7.4.3 P and Qα

P is again determined by using the variance accounted for method. In this gas network

the usual stopping rules are difficult to interpret. As seen below in Fig. 7.4 both the scree

test and the LEV test have several minor elbows, but no obvious division to create common

cause and assignable cause subspaces. Following the guidelines to include PCs up to and

including the beginning of the first elbow, four or five PCs would be in the common cause

subspace.
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Table 7.3: Variance and Cumulative Variance for each Principal Component

PC Variance Cumulative Variance PC Variance Cumulative Variance

1 302.7849 .74 11 0.0318 0.999926504695983

2 46.7182 .86 12 0.0213 0.99997895556989

3 25.6760 .92 13 0.0052 0.999991820327402

4 20.2176 .97 14 0.0014 0.999995181127369

5 5.6006 .9866 15 0.0011 0.999997929652848

6 2.4931 .9927 16 0.0008 0.999999848805467

7 1.9114 .9974 17 0.0001 0.999999973185415

8 0.7438 .9993 18 0.0000 0.999999987610696

9 0.1979 .9997 19 0.0000 0.999999996115087

10 0.0450 .9998 20 0.0000 1
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Figure 7.4: Scree and Log Eigenvalue Tests Suggest Keeping 5 or 6 PCs

The broken stick test shown in Fig. 7.5(a) suggests only one PC should be kept since

only one is not attributeable to chance alone. And, the Kaiser Gutmann test with Jolliffe’s

modification in Fig. 7.5(b) indicates that four PCs fall above 70% of the mean variance.

Experience indicates that choosing P based on the amount of variance accounted for

works relatively well for anomaly identification in gas networks. In this study choosing .99998

as the variance accounted for by the common cause subspace results in P = 12.
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Figure 7.5: Broken Stick and Kaiser Gutmann Tests Suggest Keeping 1 or 4 PCs

As seen in Fig. 7.6 twelve false anomalies are recorded when the algorithm is run with

no anomaly inserted in the database. Note that Qα changes over time based on the number

of PCs (P = 11 or 12) necessary to represent 99.998% of the variation.
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Figure 7.6: False Anomalies

92



7.4.4 Case Study

In this experiment it is assumed that a cyberattack has compromised the parameter

for diameter that is stored in a database and, without the knowledge of the operator, in-

put to the OGF module affecting the state variables—gas flow, source (+) and demand

(-) amounts, nodal pressures and energy used by compressor stations–is erroneous. If the

operator implements the incorrect state variables, damage could affect the network.

The Matlab function, fmincon is used to find the solution to the first problem with the

vector, b, set to the maximum supply and ignoring the compressor stations. The results from

problem 1 (equations (7.9) and (7.10)) provide the starting point for problem 2 (equations

(7.2) and (7.3)) that is also solved using fmincon.

The diameter was reduced by 80%, 50% and 20% in each line (separately) and the

results analyzed. Overall, 85% of the anomalies were found and over 95% of the anomalies

were found on 10 of the 19 pipelines. The results in table 7.4 are for the 9 lines where less

than 98% of the anomalies were found.

Table 7.4: Sample of Anomalies Detected when Diameter is Reduced

line −80% (%) −50% (%) −20% (%) Overall(%)

1 100 100 83.49 94.50

3 99.08 94.50 76.15 89.91

4 47.71 63.30 29.36 46.79

5 70.64 35.78 14.68 40.37

6 100 94.50 34.86 76.45

7 97.25 89.91 73.39 86.85

8 79.82 47.71 46.79 58.10

15 100 100 36.70 78.90

17 60.55 38.53 22.02 40.37

Fig. 7.7(a) shows that the SPE (blue line) is only greater than Qα (red line) for 32

months, indicating the found anomalies in pipeline 4. Notice in Fig. 7.2 that the demand at
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nodes 6 and 7 can be supplied from pipelines 6 and 5 as well as pipeline 4. In Fig. 7.7(b)

where all anomalies are found in pipeline 11, the SPE is greater than Qα for all 109 months.
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(b) Decreased Diameter on Line 11 by 50%

Figure 7.7: Results of Diameter Changes in Gas Pipelines 4 and 11

To determine the effect of the inserted anomalies that are not found by the algorithm, a

sampling of the results were studied further. Line capacity in this research is approximated

by equation (7.14) by using the gas flow equation (7.4) with maximum pressure at the inlet

to each pipeline and minimum pressure at the outlet from each pipeline.

fGij
MAX ≈

√
CG
ij (p

2
i − p2j) ∀(i, j) ∈ Ap ∪ Aa (7.14)

Line use is subsequently calculated for each line from equation (7.15).

lUSEij =
fGij

fGij
MAX

∀(i, j) ∈ Ap ∪ Aa (7.15)

Line 3. Pipeline 3 runs from node 3 (a demand node) to node 4 (a transshipment node)

and is included in the only path from node 1 to node 4. The results in Fig. 7.8 show that

108 of the anomalies are found when the pipeline diameter is decreased by 80%, 103 of the

anomalies are found when the pipeline diameter is decreased by 50%, and 83 anomalies are

found when the pipeline diameter is decreased by 20%.
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(c) Decreased Diameter by 20%

Figure 7.8: Results from Pipeline 3

To illustrate the effect of not discovering anomalies, in Fig. 7.9 the pipeline use at

time t = 5 is presented for each pipeline in the network when the diameter is reduced by

50% in pipeline 3. The pipeline pressures all change as do the flows through the network;

however, the pipeline use shows that no pipeline is overloaded when the incorrect information

is implemented by the operator.
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Figure 7.9: Line Use Comparison in Pipeline 3

Line 10. Line 10 runs from node 10 (a demand node) to node 11 (a transshipment node).

The results in Fig. 7.10 show that 109 of the anomalies are found when the diameter is

decreased by 80%, 109 of the anomalies are found when the diameter is decreased by 50%,

and 107 anomalies are found when the diameter is decreased by 20%.
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Figure 7.10: Results from Pipeline 10

To further illustrate the effect of not discovering anomalies, in Fig. 7.11 the pipeline use

at time t = 55 is presented for each pipeline in the network when the diameter is reduced by

20% in pipeline 10. The pipeline pressures all change as do the flows through the network;

however, the pipeline use shows that no pipeline is overloaded when the incorrect information

is implemented by the operator.
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Figure 7.11: Line Use Comparison

7.4.5 Discussion

The small Belgium gas transmission network is a tree shaped network with no loops.

In practice, this situation is unlikely to occur since redundancy is important for pigging

(cleaning) the pipelines, line packing situations, and reliability of the network. Most of

the situations where the optimization program did not converge are caused by infeasibility.
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Reducing the diameter of the pipeline by 80% could reduce the optimized supply calculation

to less than the minimal supply allowed by constraints.

A sampling of the anomalies that were not found by the algorithm revealed that in

those samples the flow of gas through the pipeline changed on every pipeline in the network,

but no line was overloaded. Whereas the flow changes, the constraints are still met and the

anomaly is unlikely to cause failure in the network.
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Chapter 8

Conclusion

Sophisticated cyberterrorists will have sufficient technical computer and critical sys-

tem knowledge to devise an attack through the Internet which could compromise critical

infrastructure in the United States. This research described a new class of cyberattacks to

power systems–malicious modification of network data stored in an accessible database. The

algorithm developed to address these cyberattacks uses the results of principal component

analysis to detect data anomalies resulting from this class of attack in multiple systems.

The generic algorithm was evaluated through comprehensive testing on two well-known

test cases from the power transmission industry and a test case from the natural gas trans-

portation industry. Parameters associated with transmission lines and natural gas pipelines

were changed and the application processor in each case produced state variables. PCA was

used to compare the trending state variable data with current observations and an alarm

notified the operator if anomalous data was encountered.

The algorithm was successful in detecting introduced anomalies at various severity levels

with a reasonable number of false alarms. Overall the anomalies were detectable more than

90% of the time.

Engineers, system operators and government officials know that cybercrime prevention

is not sufficient to protect critical infrastructure. Detection algorithms strategically placed

in critical infrastructure management systems will certainly increase reliability.

This new algorithm adds a dimension of protection for critical infrastructure that has

not previously been addressed in the literature.
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