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Abstract. Economic reasons and the regulation of gas markets create a growing need for
mathematical optimization in natural gas networks. Real life planning tasks often lead to highly
complex and extremely challenging optimization problems whose numerical treatment requires
a breakdown into several simplified problems to be solved by carefully chosen hierarchies of
models and algorithms. This paper presents stationary NLP type models of gas networks that
are primarily designed to include fully nonlinear physics in the final optimization steps for mid
term planning problems after fixing discrete decisions with coarsely approximated physics.

1. Introduction

Natural gas plays an increasingly important role as a source of primary energy. It is used
for heating, in industrial processes, and even for generating electric power. The most economic
means of transport over very long distances are tank ships for liquefied natural gas (LNG carriers),
whereas pipelines are preferable for distances up to 4.000 km over land or 2.000 km offshore. One
may distinguish three major types of gas pipeline networks:

• production networks (connecting gas fields with processing plants),
• transport networks (connecting processing plants with market areas),
• distribution networks (serving consumers in market areas).

Production networks are typically operated at low pressure and characterized by a linear or tree
topology. Transport networks usually have a simple structure as well, but they are operated at high
pressure. Distribution networks are again operated at lower pressure, but often they possess a very
complex, closely meshed structure. Network operators are faced with various long, mid and short
term planning problems. The focus of our modeling is primarily on mid term planning in transport
and distribution networks: here the need and the potential for optimization are substantial due to
highly volatile demands and market conditions, especially in a regulated environment like Europe.

Mathematical optimization in gas networks is very hard. Early approaches employ dynamic
programming for fuel gas minimization in small linear or tree structured networks consisting of
pipes and compressor stations [71, 72]; see [11] for a later survey. Here the physical models
include a quadratic pressure loss along pipes (“Weymouth equation” [16, 32, 69]), a maximum
compression ratio for stations, and an idealized fuel consumption formula depending only on the
compression ratio. In contrast, early models for transient simulation already include realistic gas
dynamics and other network elements [34, 35, 36, 68, 76]. The authors of these publications
also propose extensions to steepest-descent optimization of stationary [30] and transient network
operation [31, 66]. While the approaches above require fixed discrete decisions (compressor activity,
valve settings, . . . ), later work proposes heuristics or nonlinear mixed-integer models (MINLP) for
optimizing single compressor stations under prescribed pressure and flow conditions [10, 48, 73].
Aggregated models of compressor units in parallel operation are typical in this context, although
some models of compressor power include simplified formulas of the adiabatic head. First studies
with a focus on discrete aspects of these models are given in [12]. First attempts at using realistic
operating ranges of individual compressor units in optimization can be found in [6, 75] where
relaxation schemes are developed for the detailed model. (See [47] for a recent survey on modeling
compressor machines.)
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More recent work, roughly since the last two decades, aims at addressing all network elements
with both nonlinearities and discrete aspects. However, since full MINLP models of real networks
are still intractable by current optimization algorithms (cf. [14]), two main branches of research
have emerged. One branch employs piecewise linear approximations to obtain mixed-integer lin-
ear programs (MILP) [17, 24, 29, 43, 44, 45, 52, 59, 60]. Based on such techniques, transient
optimization by Simulated Annealing is addressed in [42, 46]. The second branch considers fully
nonlinear physics models using fixed discrete decisions obtained from a coarser MILP solution.
This yields NLP type approaches; see [4, 5, 54, 55, 65, 74] for stationary optimization, [19, 20, 63]
for the transient case and [18] for a comparison of specific MILP and NLP approaches. Pressure
loss models in the work above are still based on the Weymouth approximation, with the excep-
tion of [19, 20, 63] where discretizations of the Euler equations of gas dynamics are considered.
The PDEs are also considered in theoretical studies of controllability and stabilization of gas flow
[2, 3, 7, 26, 27, 28, 38], which are currently restricted to very small passive networks.

Finally we would like to mention two aspects, gas temperature and composition (with mixing),
that to the best of our knowledge are not included in any earlier optimization model—except for
a mention of gas composition in [64]. The non-isothermal modeling presented below will cause
additional nonlinearities in most component models and will add gas coolers and preheaters as
new network elements.

Optimization algorithms for our purposes require a network model that covers a wide range of
network states, and they benefit from adaptive accuracy control. Hence we develop hierarchies of
component models that support various degrees of detail, in part up to the accuracy of simulation
models. In contrast to earlier optimization models, we specifically consider

• a highly accurate flow model incorporating gas quality parameters, gas temperature, and
uncontrolled mixing of different gas types;

• detailed compressor group models with various configurations rather than just single ide-
alized compressors as replacements;

• complete models of turbo and piston compressor machines including their drives.
The current work is part of a joint effort with the German network operator Open Grid Europe,
the German Federal Network Agency and several academic partners (project ForNe), where one of
the goals is stationary network optimization incorporating fully nonlinear physics models, discon-
tinuous mixed-integer aspects and stochastic data from demand profiles of customers [41]. Several
publications are in preparation that report on further work in this context [23, 33, 51, 58].

The paper is organized as follows. In Sect. 2 we discuss general difficulties, goals and principles
of gas network modeling for gradient-based optimization. Section 3 presents the individual model
components in full detail, typically with several alternative formulations including smoothings or
hierarchical simplifications. A model validation and special techniques for handling nonsmoothness
along with optimization results for real gas networks of our industry partner will be provided in
part 2 of this paper [57].

2. Model Structure

Gas networks consist primarily of pipelines transporting the gas from entry nodes (supply
points) to exit nodes (discharge points). Several line segments may connect at entries and exits,
or at junction nodes where no supply or demand occurs. The friction at inner pipe walls causes
a pressure loss that must be compensated by compressors to produce the desired gas flow. Con-
versely, control valves reduce the pressure at the transition to low-pressure areas, and valves can
interrupt the gas flow completely. Finally our model contains two types of fictitious elements:
short cuts to connect nodes without impairing flow or pressure, and resistors to represent the
pressure loss of gadgets, internal piping and further network elements like filters and measurement
devices that are otherwise irrelevant for planning purposes. Note that gas storage facilities are
not under control of the network operator in our context. Rather, they are owned by transport
customers and are therefore modeled as entry or exit nodes, depending on the mode of operation.

Below we will regard compressor groups (several compressor units with attached elements) and
control valve stations (single control valves with attached elements) as single model components.
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Conserved Phenomena / Effects Network Element

Mass Flow balance, mixing of gas types Node
Stationary flow Pipe

Momentum Velocity head, pressure gradient, gravity Pipe
Hydraulic pressure loss (friction) Pipe, resistor

Energy Heat exchange with ground, gravity Pipe
Joule–Thomson effect All arcs except shortcut, valve

— Interrelation of entry and exit pressures and
temperatures, entry compressibility, flow,
adiabatic head, power, efficiency and speed Compressor

— Interrelation of power, ambient temperature,
speed and fuel or electricity consumption Compressor drive

Table 1. Principal physical phenomena in gas networks.

Due to the size and complexity of real gas networks, a microscopic physics model capturing
the 3d gas flow in pipes and technical devices would be impractical (even for simulation). We
formulate a technical model over the network graph where spatial DAE describe 1d pipe flows
and algebraic equations couple the head and tail quantities of other arcs as well as the inflow and
outflow quantities at the nodes. Given a specific planning problem with some objective and certain
restrictions, a suitable DAE discretization then yields a discrete-continuous optimization model
involving integral and real node and arc variables restricted by possibly nonsmooth equality and
inequality constraints. The most important physical phenomena and effects of our model are listed
in Tab. 1. Substantial mathematical difficulties arise from the combination of complex physics
with discrete-continuous decisions and nonsmooth model components. Consequently, our modeling
will involve efforts toward reducing the degree of detail where possible and toward smoothing
discontinuities so that derivative-based NLP solution techniques are applicable. The focus here is
on NLP aspects; a discussion of the interplay with discrete aspects will be given in part 2 [57].

In summary, gas networks are complex technical systems consisting of various components
associated with nodes and arcs of the network graph. Every component model must provide
an adequate representation of its specific physical phenomena and technical processes subject to
technical, contractual and legal constraints, where “adequateness” may depend on the purpose and
required tolerance of numerical computations, the type of computations (simulation or optimiza-
tion), and even the current accuracy within an iterative solution procedure.

For a better understanding of the model structure we categorize the components describing
individual physical phenomena and technical behavior as follows:

physical laws: equations derived from a quantitative theory;
empirical laws: equations matching observations and experiments;
data fits: arbitrary equations fit to measured data by parameter estimation.

Typical examples include PDE systems of conservation laws for the dynamics of real gas (physical),
formulae for hydraulic friction and compressibility (empirical), and the interrelation of power,
speed, flow, etc. at compressor units (data fits). All the data fits used below will be univariate or
bivariate quadratic polynomials parameterized by a coefficient vector or matrix.

For numerical optimization algorithms based on first and second order derivatives we will often
approximate model components to obtain C2 functions in finite dimensions or to adjust the tradeoff
between accuracy and effort. To this end we distinguish the following types of approximations in
addition to the basic categories described above:

smoothings: C2 approximations of less regular functions;
discretizations: grid approximations of differential equations;
simplifications: arbitrary approximations of reduced effort and quality.



4 M. SCHMIDT, M. C. STEINBACH, B. M. WILLERT

Symbol Explanation Unit

q Mass flow rate kg s−1

Q Volumetric flow rate (q = ρQ) m3 s−1

Q0 Normal volumetric flow rate (q = 3.6ρ0Q0) 103 m3 h−1

P Energy flow rate (heating power) W
p Pressure Pa
T Temperature K
ρ Density kg m−3

v Velocity m s−1

m Molar mass kg mol−1

Hc Calorific value (w.r.t. molar mass) J mol−1

ρ0 Normal density kg m−3

pc Pseudocritical pressure Pa
Tc Pseudocritical temperature K

cp Isobaric specific heat capacity J kg−1 K−1

A,B,C Coefficients of isobaric molar heat capacity J mol−1 K−α, α = 1, 2, 3

R Universal gas constant J mol−1 K−1

Rs Specific gas constant (Rs = R/m) J kg−1 K−1

Table 2. Main physical quantities in gas transport.

While simplifications are distinct model variants that may involve different sets of variables,
smoothings and discretizations allow arbitrarily high precision by suitable choice of smoothing
or grid parameters whose values control the tradeoff between approximation quality and numeri-
cal effort.

3. Model Hierarchy

In this section we present details of all components of our nonlinear optimization models for
mid term planning problems in natural gas networks. For every model aspect we provide the
most accurate formulation first, followed by simplified variants. Our focus lies on smooth C2

formulations of the model constraints so that we will be able to solve the model with standard
NLP solvers such as Ipopt [67], SNOPT [25] and the like. Discrete aspects will be mentioned where
applicable, but will be assumed to be fixed in the current context.

3.1. Physical Quantities. Gas flow in a network is described by the mass flow q and the state
variables pressure p, density ρ, and temperature T . We also need the gas velocity v, volumetric flow
Q, and a technical flow quantity that is common in the gas industry: normal volumetric flow Q0.
(Throughout the paper, subindex 0 refers to quantities at normal conditions, i.e., T0 = 273.15 K
and p0 = 101325 Pa.)

Real gas is a mixture of several species. As usual, we do not model every species individually but
rather use an empirical model where a specific mixture is characterized by seven gas parameters:
molar mass m, calorific value Hc, pseudocritical pressure pc and temperature Tc and coefficients
A,B,C of the isobaric (constant-pressure) specific heat capacity cp. At exit nodes we finally need
the heating power (or energy flow) of the gas, P = qHc/m.

Table 2 gives an overview of the main quantities and their physical units. Further physical and
technical quantities will be introduced where they are needed. As we are considering stationary
models, all quantities are constant in time.

3.2. Network Topology. The network is modeled as a directed graph G = (V,A) whose node
set (or vertex set) consists of entries V+, exits V−, and junctions V0,

(1) V = V+ ∪ V− ∪ V0,
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Figure 1. Notation for arc variables: gas quality parameters and temperature.

and whose arc set consists of pipes Api, resistors Are, short cuts Asc (all passive), compressor
groups Acg, control valve stations Acv and valves Avl (all active),

(2) A = Api ∪ Are ∪ Asc ∪ Acg ∪ Acv ∪ Avl.

We denote nodes by i, j ∈ V and arcs by a = ij ∈ A, using tail i and head j. The sets of ingoing
and outgoing arcs at a node i are δ−i = {a ∈ A : a = ji} and δ+i = {a ∈ A : a = ij}, respectively;
δi = δ−i ∪ δ

+
i denotes all arcs incident on i.

The principal node and arc variables are pressures pi and mass flows qa. Arc quantities may have
different values at tail and head, such as Ta:i and Ta:j , or may be constant, like qa = qa:i = qa:j .
Pipe quantities may in general depend on the spatial coordinate x ∈ [0, La], where La is the
length of the pipe and Ta:i = Ta(0), Ta:j = Ta(La). Except for pressure, all arc quantities may be
discontinuous across nodes. For instance, we define a vector X of gas parameters (cf. Sect. 3.1),

(3) X := (m,Hc, pc, Tc, A,B,C).

All components of X satisfy identical mixing equations that yield jumps at the mixing node. Gas
temperatures also mix at nodes, but with a different mixing equation. Moreover, X is constant
on every arc a = ij whereas Ta:i, Ta:j may differ, as illustrated in Fig. 1.

Most arcs admit flow in both directions: positive from i to j or negative from j to i. The mass
flow vector qA := (qa)a∈A thus defines respective state-dependent sets of inflow and outflow arcs
at node i,

Ii(qA) := {a ∈ δ−i : qa ≥ 0} ∪ {a ∈ δ+i : qa ≤ 0},(4)

Oi(qA) := {a ∈ δ−i : qa < 0} ∪ {a ∈ δ+i : qa > 0}.(5)

Several component models depend on inflow and outflow quantities of an arc, such as

(6) pa,in(qa) =

{
pa:i, qa ≥ 0,

pa:j , qa < 0,
pa,out(qa) =

{
pa:j , qa ≥ 0,

pa:i, qa < 0,

hence these models become nonsmooth at qa = 0. In the following we will usually omit the flow
argument, writing pa,in or Oi for brevity.

3.3. Nodes. Every node i ∈ V has an associated geodesic height hi, a pressure variable pi with
technical or contractual bounds, pi ∈ [p−i , p

+
i ], a gas parameter variable Xi and a temperature

variable Ti. Conservation of mass yields the flow balance equation

(7) qext
i +

∑
a∈δ−i

qa −
∑
a∈δ+i

qa −
∑
a∈δcgi

qfuel
a = 0.

Here qext
i is the externally supplied or discharged gas at node i and δcgi is the set of compressor

groups that take their fuel gas qfuel
a from node i. The flows qext

i are determined by contracts with
providers and consumers, where qext

i ≥ 0 at entries, qext
i ≤ 0 at exits and qext

i = 0 at junctions. In
addition, entry and exit contracts include bounds on the energy flow,

(8) Pi ∈ [P−i , P
+
i ], i ∈ V+ ∪ V−,

where P−i = P+
i results in Pi being fixed. These bounds induce implicit constraints on the

discharged mass flow qext
i and on the calorific value Hc,i.
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Gas flows entering node i are assumed to mix perfectly. The outflow composition Xi is obtained
as convex combination with weights given by the distribution of absolute molar inflows,

(9) Xi =
q̂ext
i Xext

i +
∑
a∈Ii q̂aXa

q̂ext
i +

∑
a∈Ii q̂a

, q̂a :=
|qa|
ma

, Xa = Xi ∀a ∈ Oi.

The mixing of gas temperatures can be derived from the conservation of energy. With c̃p = cpm
denoting the molar heat capacity it reads

(10) Ti =
c̃p,iq̂

ext
i T ext

i +
∑
a∈Ii c̃p,a:iq̂aTa:i

c̃p,iq̂ext
i +

∑
a∈Ii c̃p,a:iq̂a

, q̂a :=
|qa|
ma

, Ta:i = Ti ∀a ∈ Oi.

If i is an entry, we have q̂ext
i := qext

i /mi ≥ 0 and inflow parameters Xext
i , T ext

i are given externally.
Otherwise we set q̂ext

i := 0 so that the associated terms vanish in (9), (10). If i is an exit, the
outflow parameters are Xi, Ti. Note that all mixing equations are nonsmooth since Ii(qA) and
Oi(qA) are state-dependent: first partial derivatives of Xi, Ti with respect to qa will generally be
discontinuous at qa = 0. There is no suitable (multivariate!) smoothing for (9), (10) yet: we could
offer an MPEC reformulation with complementarity constraints, but it would significantly enlarge
the model, and in our experience it is not helpful in an NLP context. Therefore we either assume
that gas quality parameters and temperature are fixed throughout the network (thus simplifying
the overall model considerably), or we assume that all flow directions are fixed so that Ii and Oi
are independent of qA; see [57] for a detailed discussion.

Note finally that stationary network operation requires as a necessary condition that external
flows and the fuel consumption of compressors are globally balanced:

(11)
∑

i∈V+∪V−

qext
i −

∑
a∈Acg

qfuel
a = 0.

3.4. Arcs. Every arc a = ij ∈ A has an associated mass flow variable qa with technical or
contractual bounds, qa ∈ [q−a , q

+
a ], a gas parameter variable Xa, and two temperature variables

Ta:i, Ta:j .

3.4.1. Valves. Valves are purely combinatorial in nature, with the two states open and closed.
Open valves do not impair pressure or temperature, i.e., pi = pj and Ta:i = Ta:j . Closed valves
act like absent arcs, having zero flow and decoupled pressures pi, pj and temperatures Ta:i, Ta:j .

3.4.2. Short Cuts. Short cuts are fictitious elements acting like open valves. They are mainly used
for modeling special situations, such as fictitious entry or exit flows at joint venture pipes, or the
supply of different gas mixtures at a single entry node.

3.4.3. Resistors. Resistors are again fictitious elements. They model the summarized resistance of
gadgets, internal piping, filters etc., which cause a pressure loss in the direction of flow. Depending
on the available data, the absolute pressure loss is either assumed to be constant,

(12) pi − pj = sign(qa)ξa,

or a quadratic function of the flow (Darcy–Weisbach model [22, 40], with fictitious diameter Da),

(13) pi − pj =
1

2
ζaρa,in|va,in|va,in =

8ζa
π2D4

a

|qa|qa
ρa,in

.

Here ρa,in, va,in refer to the inflow side of arc a, and ξa, ζa are resistance coefficients of the element.
The pressure loss is accompanied by a temperature drop due to the Joule–Thomson effect (99).
Clearly, (12) and (13) have discontinuities of respective orders zero and two at qa = 0. For the
absolute value function in (13) we employ the standard smoothing approximation

(14) |x| ≈
√
x2 + ε

with a suitable smoothing parameter ε > 0. Based on (14) we also obtain standard smoothings
for min(x, y), max(x, y) and sign(x) (see Fig. 2), all of which are used here or later on:
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Figure 2. Smoothing of min(x, 0) and sign(x) with several values of ε.

min(x, y) = y − 1

2
(|d| − d) ≈ y − 1

2

(√
d2 + ε− d

)
, d := x− y,(15)

max(x, y) = y +
1

2
(|d|+ d) ≈ y − 1

2

(√
d2 + ε+ d

)
, d := x− y,(16)

sign(x) =
x

|x|
≈ x√

x2 + ε
.(17)

The approximations (15), (16) converge uniformly to the exact function as ε → 0 whereas (17)
converges pointwise.

3.4.4. Pipes. Gas networks consist primarily of pipeline segments: sequences of cylindrically shaped
pipes that are welded together. Basic parameters of a pipe a = ij ∈ Api are its length La, diam-
eter Da, and roughness of the inner wall ka, yielding the cross-sectional area Aa = π

4D
2
a and the

slope sa = (hj − hi)/La ∈ [−1,+1]. Our model also needs the heat transfer coefficient cHT,a and
temperature of the surrounding soil Tsoil,a. Pipeline segments consisting of pipes with identical or
nearly identical parameters (except length) are usually modeled as single pipe arcs.

State variables are averaged over the cross-section and depend only on the position x ∈ [0, La].
In addition to the mass flow qa(x) and the pressure pa(x) we consider the gas density ρa(x),
temperature Ta(x) and velocity va(x). The latter two are subject to technical or legal bounds,
Ta(x) ∈ [T−a , T

+
a ] and |va(x)| ≤ v+a . Typical values in our planning problems are T−a = T0 (0 ◦C),

T+
a = T0 + 45 K (45 ◦C), and v+a = 20 m s−1. In the remainder of this section we drop the index a.
Instationary gas dynamics in a pipe are governed by a hyperbolic system of PDE, the non-

isothermal Euler equations for compressible fluids (see, e.g., [21, 40]):

∂ρ

∂t
+
∂(ρv)

∂x
= 0,(18)

∂(ρv)

∂t
+
∂p

∂x
+
∂(ρv2)

∂x
+ gρ

∂h

∂x
+ λ(q)

|v|v
2D

ρ = 0,(19)

Aρcp

(
∂T

∂t
+ v

∂T

∂x

)
−A

(
1 +

T

z

∂z

∂T

)
∂p

∂t
−

Av
T

z

∂z

∂T

∂p

∂x
+Aρvg

∂h

∂x
+ πDcHT (T − Tsoil) = 0.(20)

These equations describe the conservation of mass, momentum and energy, respectively. (For the
physical details we refer to the literature.) We assume constant slope, ∂h/∂x ≡ s, and replace
velocity by mass flow as the primary flow variable, q = Aρv. As we are considering the stationary
case only, all time derivatives vanish. The continuity equation (18) thus yields constant mass flow
q(x) ≡ q,

(21)
∂q

∂x
= 0,
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Symbol Explanation Unit

L Length m
D Diameter m
k Roughness of inner wall m
A Cross-sectional area m2

cHT Heat transfer coefficient J m−2 K−1 s−1

Tsoil Soil temperature K

λ Friction coefficient 1
Re Reynolds number 1
z Compressibility factor 1
ν Kinematic viscosity m2 s−1

η Dynamic viscosity (η = νρ) kg m−1 s−1

V Molar gas volume m3 mol−1

cp Specific isobaric heat capacity J kg−1 K−1

Table 3. Technical and physical quantities associated with pipes.

and the momentum and energy equations (19), (20) reduce to a semi-implicit system of ODE for
pressure and temperature,

∂p

∂x
+
q2

A2

∂

∂x

1

ρ
+ gρs+ λ(q)

|q|q
2A2Dρ

= 0,(22)

qcp
∂T

∂x
− qT

ρz

∂z

∂T

∂p

∂x
+ qgs+ πDcHT(T − Tsoil) = 0.(23)

This ODE system is coupled with an equation of state for real gas to express the density in terms
of pressure and temperature. As equation of state we consider the thermodynamical standard
equation here,

(24) ρ =
p

Rsz(p, T )T
,

where Rs = R/m is the specific gas constant and R the universal gas constant. The gas dynamics
model (21)–(24) is physically exact, except that only empirical models exist for the friction coeffi-
cient λ(q) and the compressibility factor z(p, T ), and that exact data for the heat exchange with
the surrounding soil are unavailable in practice.

A commonly used alternative to the thermodynamical standard equation is the empirical equa-
tion of Redlich–Kwong [53],

(25) p =
RT

V − b
− a√

T V (V + b)
with V =

m

ρ
.

Here the parameters are a = ΩaR
2T 2.5
c /pc, b = ΩbRTc/pc, Ωa = (9(21/3 − 1))−1, Ωb = 21/3 − 1/3,

where V is the molar gas volume. According to Wikipedia [70], (25) is appropriate for gas states
satisfying pr < Tr/2, where pr and Tr denote relative pressure and temperature, respectively,

(26) pr =
p

pc
, Tr =

T

Tc
.

The standard equation (24) involves the compressibility factor z which describes the deviation
of real gas from ideal gas. Two empirical models are commonly used in practice: the formula of
the American Gas Association (AGA) [39, 60],

(27) z(p, T ) = 1 + 0.257pr − 0.533
pr
Tr
,

and the formula of Papay ([50], see also [39, 60] or [56, Chap. 2]),

(28) z(p, T ) = 1− 3.52pr exp(−2.26Tr) + 0.274p2r exp(−1.878Tr).
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Figure 3. Compressibility factor z vs. pressure (bar): empirical models.

The AGA formula is appropriate for pressures up to 70 bar while (28) is appropriate up to 150 bar
(see Fig. 3). There exist models with much wider ranges of validity, such as the ISO standard model
AGA8-DC92 [62] and the GERG-2004 model [37]. These are highly complicated and unnecessarily
accurate in our optimization context, however, and therefore not considered here.

The friction coefficient λ(q) in (22) has a piecewise definition: we need to distinguish laminar
flow (|q| small) and turbulent flow (|q| large) as determined by a certain critical value of the
Reynolds number [40, 56]:

(29) Re(q) =
D

Aη
|q| = D

η
ρ|v| = D

ν
|v|, Recrit ≈ 2320.

(Here ν and η denote the kinematic and dynamic viscosity of the gas, respectively.) For 0 ≤ Re ≤
Recrit the flow is laminar and the friction coefficient is given exactly by the law of Hagen–Poiseuille
[22]

(30) λHP(q) =
64

Re(q)
.

For Re > Recrit the flow is turbulent. In this case the friction coefficient depends on the pipe
diameter and the roughness of its inner wall, but no exact formula exists. Among various empirical
models (like Gazprom, Hofer, Nikuradze [39] and Hazen–Williams [8]), the implicit equation of
Prandtl–Colebrook is generally considered most accurate [15], [56, Chap. 9],

(31)
1√

λPC(q)
= −2 log10

(
2.51

Re(q)
√
λPC(q)

+
k

3.71D

)
.

We denote the combination of (30) and (31) by λHP-PC and extend it to negative flows by setting
λHP-PC(−|q|) = −λHP-PC(|q|). The resulting flow-dependent part of the friction term in the
momentum equation (22) then reads

(32)
λHP-PC(q)

2A2D
|q|q.

This HP-PC friction term (see Fig. 4) has jump discontinuities caused by λHP-PC at the transition
points between laminar and turbulent flow, Re(±q) = Recrit, and the second order derivative has a
jump discontinuity at q = 0 caused by |q|q. To avoid discontinuities, we replace the HP-PC friction
term by a global smooth approximation φ in our model (which has originally been developed for
optimization in drinking water networks [8, 9]):

(33) φ(q) = r

(√
q2 + a2 + b+

c√
q2 + d2

)
q, a, d > 0.
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Figure 4. HP-PC friction term vs. mass flow (kg s−1) and smooth approxima-
tion: transition from laminar to turbulent flow (left) and highly turbulent flow
(right).

For |q| → ∞ this provides an asymptotically correct second order approximation of the HP-PC
friction term if the parameters r, b, c satisfy the following relations:

(34) r =
λ̃

2A2D
, λ̃ = (2 log10 β)−2, b = 2δ, c = (lnβ + 1)δ2 − a2

2
,

where

(35) α =
2.51Aη

D
, β =

k

3.71D
, δ =

2α

β ln 10
.

The choice of smoothing parameters a and d is up to the modeler; together they determine the
slope φ′ at q = 0 and the relative contributions of the two square root terms for small flow values.

Finally we consider the specific isobaric heat capacity cp of real gas, which is the amount of
energy required to raise the temperature of one kilogram of gas by one Kelvin at constant pressure.
Here we use the model given in [39],

(36) cp(p, T ) =
1

m

(
c̃0p(T ) + ∆c̃p(p, T )

)
,

where c̃0p is the molar heat capacity of ideal gas (J mol−1 K−1) and ∆c̃p is a correction for real gas.
The ideal gas term c̃0p is modeled as a quadratic data fit [39],

(37) c̃0p(T ) = A+BT + CT 2,

where A,B,C depend on the specific gas mixture, cf. (3). The real gas correction is given by

(38) ∆c̃p(p, T ) = −R
∫ p

0

1

p

(
2T

∂z

∂T
+ T 2 ∂

2z

∂T 2

)
dp.

This integral evaluates to zero if z is modeled by the AGA formula (27).
The spatial ODE model of stationary gas dynamics in pipes is now complete. Typical pressure

and temperature profiles along a pipe, i.e., solutions p(x) and T (x) of (22) and (23), are illustrated
in Fig. 5.

3.4.5. Pipe Models. There are several possibilities for representing the above ODE system as equal-
ity constraints of the general form

cmomentum
a (pi, pj , qa) = 0,(39)

cenergy
a (pi, pj , Ta:i, Ta:j , qa) = 0.(40)

Ideally we would like to characterize exact solutions of (22) and (23) in this form. Although this is
impossible in full generality, exact integrals to the momentum equation (22) can be derived in the
isothermal case under certain assumptions. These exact integrals from the Diploma thesis [49] will
be presented in Sect. 3.4.6. Alternatively one may use a direct discretization of the ODE system,
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Figure 5. Profiles of pressure (bar, left) and temperature (K, right) along three
horizontal pipes with different diameter. (L = 25 km, k = 0.06 mm; q =
500 kg s−1).

which we sketch for a simple backward Euler scheme in Sect. 3.4.7. Finally there exist commonly
used isothermal approximations to the momentum equation in the engineering literature. We
introduce them in Sect. 3.4.8 and derive a similar approximation for the energy equation.

3.4.6. Exact Solutions. Under the key assumption of isothermal flow (T (x) ≡ const) we can derive
the desired implicit representation (39) of solutions to the momentum equation in three cases [49]:
(1) for horizontal pipes with the Papay compressibility model;
(2) for horizontal pipes with the AGA compressibility model;
(3) for inclined pipes with the AGA compressibility model.
We consider a fixed temperature T , write z(p) for z(p, T ), and recall that Tr = T/Tc. In case (1)
the horizontal pipe has slope h′(x) ≡ 0, and we obtain:

(41) 0 = φ(q)L+ q2 ln
piz(pj)

pjz(pi)
+

1

RsβT

(
1

2
ln
z(pj)

z(pi)
+
α

ω
δ(pi, pj)

)
.

Here α, β,Rs are constants from the Papay model (28) and from the equation of state (24),

(42) α =
3.52

pc
exp(−2.26Tr), β =

0.274

p2c
exp(−1.878Tr),

and δ, ω are defined as follows (where 4β − α2 > 0 if T ≥ 0.94Tc ≈ 180 K):

(43) δ(pi, pj) = arctan
z′(pj)

ω
− arctan

z′(pi)

ω
, ω =

√
4β − α2.

In case (2) the resulting formula is slightly simpler:

(44) 0 = φ(q)L+ q2 ln
piz(pj)

pjz(pi)
+

1

RsαT

(
1

α
ln
z(pi)

z(pj)
+ pj − pi

)
.

Here α is a constant obtained from the AGA model (27),

(45) α =
0.257

pc
− 0.533

pcTr
.

In case (3) the inclined pipe has constant slope h′(x) ≡ s, and with α from (45) we define

(46) σ(q) =
gs

R2
sα

2T 2φ(q)
.

We have to distinguish two cases: σ(q) = −1 and σ(q) 6= −1. For σ = −1 it can be shown that
pi, pj , q satisfy

(47) 0 = φ(q)L− q2
(

ln
pj
pi
− 1

2
ln

1 + 2αpj
1 + 2αpi

)
+

1

4RsαT

(
pjz(pj)− piz(pi)−

1

2α
ln

1 + 2αpj
1 + 2αpi

)
.
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The case σ 6= −1 is considerably more complicated: now the solution is given by

(48) 0 = L− q2

φ(q)

(
ln
pj
pi
− ζ
)

+
σ

σ + 1

RsT

gs

(
α(pj − pi) +

σ

σ + 1
(ζ − 2I(νi, νj))−

1

σ + 1
ζ

)
,

where ν = 1 + αp and

(49) ζ =
1

2
ln

∣∣∣∣z(pj)2 + (αpj)
2σ

z(pi)2 + (αpi)2σ

∣∣∣∣ , I(r, s) =

∫ s

r

dν
(σ + 1)ν2 − 2σν + σ

.

The integral I(r, s) has an analytic solution which we omit here for simplicity. As the formulae for
σ 6= −1 are highly complicated and involve an absolute value in computing ζ, they do not appear
well suited for optimization.

3.4.7. ODE Discretization. Next we consider a discretization of the ODE system on a spatial grid
∆ = {xk}dk=0 with 0 = x0 < · · · < xd = L. Denote the subinterval length by ∆xk = xk − xk−1,
k = 1, . . . , d, and let

(50) pk = p(xk), Tk = T (xk), ρk = ρ(xk), zk = z(pk, Tk), k = 0, . . . , d.

Here

(51) p0 = pi, pd = pj , T0 = Ta:i, Td = Ta:j , ρ0 = ρa:i, ρd = ρa:j .

This yields backward differences

(52) p′(xk) ≈ pk − pk−1
∆xk

=
∆pk
∆xk

, T ′(xk) ≈ Tk − Tk−1
∆xk

=
∆Tk
∆xk

, ρ′(xk) ≈ ρk − ρk−1
∆xk

=
∆ρk
∆xk

.

Using the pipe slope s = (hj − hi)/L, the partial derivative zT,k = ∂T z(pk, Tk), and considering a
backward Euler scheme for the ODE we obtain the discretization of (22) and (23):

ρk
∆pk
∆xk

− q2

A2

∆ρk
∆xk

1

ρk
+ gsρ2k + φ(q) = 0, k = 1, . . . , d,(53) (

cp,k
∆Tk
∆xk

− TkzT,k
ρkzk

∆pk
∆xk

+ gs

)
q + πDcHT(Tk − Tsoil) = 0, k = 1, . . . , d.(54)

To complete the pipe flow model, the equation of state (24) or (25) and the specific heat capacity
(36)–(38) are evaluated at the corresponding grid points xk. Note that one obtains an implicit
discretization (as desired) if the flow is positive but an explicit scheme otherwise. Further consid-
erations are therefore in order if the flow directions are not fixed. Of course, one may also choose
suitable higher order discretizations.

3.4.8. ODE Approximation. Most of the literature on simulation and optimization in gas networks
does not address the full system of Euler equations but considers an isothermal approximation
where the energy equation is dropped, as in Sect. 3.4.6. With certain mean values pm, Tm of
pressure and temperature along the pipe, the momentum equation then yields a commonly used
quadratic relation between flow and initial and final pressures [1, 40],

(55) p2j −
(
p2i − Λ(q)q|q|e

S − 1

S

)
e−S = 0

where

(56) Λ(q) =
L

A2D
zmTmRsλ(q), S =

2Lgs

RszmTm
, zm = z(pm, Tm).

Here Tm = 1
2 (Ta:i + Ta:j) or simply Tm = 1

2 (T−a + T+
a ), and pm is approximated by [56, Chap. 9]

(57) pm =
2

3

(
pi + pj −

pipj
pi + pj

)
or by the state-independent value

(58) pm =
1

2

(
max(p−i , p

−
j ) + min(p+i , p

+
j )
)
.
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Figure 6. Temperature profile of a pipe (left; L = 24 km, D = 1 m, k = 0.1 mm,
q = 500 kg s−1) and outflow temperature vs. mass flow (right).

To achieve smoothness in (55) we replace the HP-PC friction term again by our approximation
φ, leading to a slightly modified definition of Λ(q). Note finally that s and S vanish in case of a
horizontal pipe, which yields the simplification

(59) p2i − p2j = Λ(q)q|q|.
Further quadratic approximations of the pipe pressure loss, such as the Weymouth equation or
the “Panhandle B” equation, can be found in [56].

Following the main ideas of these derivations we obtain a similar approximation of the energy
equation (23). Let zm = z(pm, Tm), zT,m = ∂T z(pm, Tm) and replace ρ by ρm = pm/(RszmTm).
Then a single Euler step on [0, L] yields

(60) q(Tout − Tin + γ1)− γ2Toutq(pj − pi) + γ3(Tout − Tsoil) = 0

where

(61) γ1 =
gsL

cp
, γ2 =

zT,m
cpρmzm

, γ3 =
πDcHTL

cp
.

For horizontal pipes, γ1 vanishes and the approximation simplifies to

(62) q(Tout − Tin)− γ2Toutq(pj − pi) + γ3(Tout − Tsoil) = 0.

Clearly, (60) and (62) capture the two main effects of the energy equation: changes of the gas
temperature caused by pressure changes and exchange of thermal energy with the soil; see Fig. 6.

3.4.9. Compressor Groups. A compressor group a = ij ∈ Acg can be operated in three modes:
closed, bypass, or active. A closed group blocks the gas flow completely, hence inlet and outlet
pressures and temperatures pi, pj and Ta:i, Ta:j are decoupled. In bypass mode the gas passes the
group uncompressed, leading to identical inlet and outlet pressures and temperatures, pi = pj and
Ta:i = Ta:j . The direction of flow through a group may reverse in bypass mode. In active mode
the gas flows through some combination of compressor units that increase the pressure. Since this
raises the gas temperature as well, the group has a gas cooler that will be activated at a certain
threshold. The combined resistance of gadgets, piping and filters are modeled as inlet and outlet
resistors. Figure 7 gives a schematic overview of a compressor group.

The remainder of this section concentrates on the active mode wherein the compressor units
contained in the group can be combined in various configurations: units may operate in parallel (to
obtain high throughput) and parallel combinations may be connected in series (to obtain a high
compression ratio). Every configuration is such a series of parallel stages that can be represented
as a subgraph replacing the arc from 1 to s + 1 in Fig. 7. For instance, Fig. 8 illustrates the set
of all possible configurations with two machines.

To fix some notation, we number the serial stages with l = 1, . . . , s and the compressor units at
stage l with k = 1, . . . ,ml, where stage l connects nodes l and l+ 1. An overview of physical and
technical quantities and our notation for compressor groups is given in Tab. 4. At every stage the
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Figure 7. Compressor group (schematic overview).
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Figure 8. Configurations of a compressor group with two machines.

Symbol Explanation Unit

a(l, k) Compressor unit k at stage l —
i(l, k) Inlet node of unit k at stage l —
j(l, k) Outlet node of unit k at stage l —

pa,l Inlet pressure at stage l Pa
Ta,l Inlet temperature at stage l K
qa(l,k) Mass flow through unit k at stage l kg s−1

qfuel
a(l,k) Fuel consumption of compressor unit k at stage l kg s−1

qfuel
a Fuel consumption of the compressor group kg s−1

Table 4. Notation for the compressor group model.

flow divides over the parallel units:

(63) qa =

ml∑
k=1

qa(l,k), l = 1, . . . , s.

The inlet pressures pa,l and pa,l+1 at stages l, l + 1 are identical to the common inlet and outlet
pressures of all parallel units at stage l, respectively:

pa,l = pi(l,k), l = 1, . . . , s, k = 1, . . . ,ml,(64)
pa,l+1 = pj(l,k), l = 1, . . . , s, k = 1, . . . ,ml.(65)

The same holds for the gas temperature except that the outlet temperatures of parallel units do not
have to be equal. We assume perfect mixing again, yielding a common averaged inlet temperature
at the next stage:

Ti(l,k) = Ta,l, l = 1, . . . , s, k = 1, . . . ,ml,(66) ∑ml
k=1 qa(l,k)Tj(l,k)∑ml

k=1 qa(l,k)
= Ta,l+1, l = 1, . . . , s.(67)

The temperature averaging equation is consistent with (10) since the gas composition does not
change within the compressor group and hence the molar mass factors and heat capacities cancel
each other.

For a model of the complete compressor group we regard the inlet resistor, outlet resistor, gas
cooler and group exit as respective stages 0, s + 1, s + 2 and s + 3 (see Fig. 7). The group
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Symbol Explanation Unit

Had Adiabatic head J kg−1

n Compressor speed s−1

P Compressor input power W
ηad Adiabatic efficiency 1
κ Isentropic exponent 1

Vo Operating volume of piston compressor m3

M Shaft torque of piston compressor N m

Table 5. Physical and technical quantities of compressor machines.

inlet pressure, pi ≡ pa,0, is thus reduced by the inlet resistor yielding pa,1, and similarly the
outlet resistor reduces pa,s+1, yielding pa,s+2 = pa,s+3 ≡ pj (the gas cooler does not influence the
pressure). The pressure losses at the two resistors cause corresponding temperature losses from
Ta:i ≡ Ta,0 to Ta,1 and from Ta,s+1 to Ta,s+2. In addition, the gas cooler restricts the group outlet
temperature to a given maximum T+

a ,

(68) Tj ≡ Ta,s+3 = min(Ta,s+2, T
+
a ).

To avoid nonsmoothness, we replace (68) with the uniformly convergent approximation (15):

(69) Tj = T+
a −

1

2

(√
∆T 2

a + ε−∆Ta

)
, ∆Ta = Ta,s+2 − T+

a .

The gas cooler consumes a tiny amount of the compressed gas, which we neglect for simplicity.
Finally we obtain the fuel consumption of the compressor group as the sum of fuel consumptions

of all active compressor units:

(70) qfuel
a =

s∑
l=1

ml∑
k=1

qfuel
a(l,k).

3.4.10. Compressors. The main physical process in a compressor unit of any type is the adiabatic
compression of gas, i.e., the increase of gas pressure without heat transfer (see Tab. 5 for the
notation). The associated adiabatic head measures the energy required for compression of a unit
mass of gas; it depends on the inlet temperature Tin and the compression ratio pout/pin [13]:

(71) Had(Tin, Tout, pin, pout) = zinTinRs
κ

κ− 1

((
pout

pin

)κ−1
κ

− 1

)
, κ = κ(Tin, Tout, pin, pout).

Here Tin, Tout, pin, pout correspond to Ti(l,k), Tj(l,k), pa,l, pa,l+1 in the compressor group model if
we are considering compressor a(l, k). The compression process is adiabatic and reversible, hence
isentropic. The isentropic exponent κ depends on the pressures and temperatures during the
entire process; several approximations exist that differ in complexity and accuracy [39]. The most
accurate model defines κ = 1

2 (κin + κout) where κin, κout are obtained by substituting (pin, Tin)
and (pout, Tout) into the following equation:

(72) κ(p, T ) =
z

Zp − Z2
TRs/cp

, Zp(p, T ) = z − p∂z
∂p
, ZT (p, T ) = z + T

∂z

∂T
.

A simpler formula neglecting the pressure dependence defines κ as a function of the “mean” tem-
perature Tm,

(73) κ(Tm) = 1.29− c(Tm − T0), Tm =
1

2
(Tin + Tout), c = 5.8824× 10−4 K−1.

Even simpler, the constant value κ = 1.29 is often used in practice, which is obtained from (73)
with Tm = T0.
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Figure 9. Characteristic diagrams of turbo compressor (left; adiabatic head vs.
volumetric flow) and piston compressor (right; shaft torque vs. volumetric flow).
The turbo compressor is characterized by its isolines for speed (solid; decreasing
from top to bottom) and adiabatic efficiency (dashed; decreasing from center to
borders). The maximal shaft torque of a piston compressor is independent of the
flow rate but may depend on the inlet pressure, see (85).

Next we consider the power required at operating conditions (Q,Tin, pin, pout). The compressor
output power (transmitted to the gas) is qHad, yielding with the adiabatic efficiency ηad the
compressor input power

(74) P =
qHad

ηad
.

This power is delivered by a corresponding drive d = σ(a) ∈ D, where Acu,D denote the sets of all
compressor units and drives, respectively, and σ : Acu → D associates a drive d to every compressor
unit a. The compressor drive limits the input power,

(75) P ≤ P+
d .

It also determines the fuel consumption

(76) qfuel =
bdm

Hu
,

where bd is the specific energy consumption rate of the drive and Hu = cHc is the lower calorific
value of the gas, a constant fraction of the higher calorific value Hc. A detailed model of drives
will be given in Sect. 3.4.15.

3.4.11. Turbo Compressors. In this section we consider various data fits based on bivariate and
univariate quadratic polynomials. These are generically denoted as χ(x, y;A) and ψ(z; b) with
coefficients A ∈ R3×3 or b ∈ R3:

(77) χ(x, y;A) =

 1
x
x2

T  a00 a01 a02
a10 a11 a12
a20 a12 a22

 1
y
y2

 , ψ(z; b) =

 b0
b1
b2

T  1
z
z2

 .

If the coefficients are not of interest we simply write χ(x, y) and ψ(z).
Turbo compressors are the most complicated machines in compressor groups. Their technical

behavior is described by characteristic diagrams (see Fig. 9) where the coordinates are adiabatic
head Had (y axis) and volumetric flow Q before compression (x axis), i.e., Q = q/ρin. Again,
we drop the index a for better reading. The technical properties of turbo compressors are given
by a set of functions representing certain lines in the characteristic diagram: first, the set of
isolines for speed, Had(Q,n) = χ(Q,n;AHad); second, the set of isolines of adiabatic efficiency,
ηad(Q,n) = χ(Q,n;Aηad). The “+” symbols in the characteristic diagram indicate measured data
of the specific machine to which the coefficients are fitted. Together with the speed bounds
n ∈ [n−, n+], the surgeline S = {(Q,Had) : ψ(Q; bs) = Had} (left bold line) and the chokeline
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C = {(Q,Had) : ψ(Q; bc) = Had} (right bold line), one has a complete description of the operating
range of the machine. In summary, the characteristic diagram is modeled by a system of nonlinear
equations and inequalities:

Had(Q,n) = χ(Q,n;AHad),(78)
ηad(Q,n) = χ(Q,n;Aηad),(79)

n ∈ [n−, n+],(80)
S : ψ(Q; bs) ≥ Had,(81)
C : ψ(Q; bc) ≤ Had.(82)

In practice, the curved chokeline constraint is sometimes replaced with a fixed upper bound Q+ on
the volumetric flow through the machine, defined by the intersection point of C and Had(Q,n+).
This increases the feasible region at the cost of allowing otherwise undesired operation of the unit
at very low efficiency, ηad(Q,n)� 1.

3.4.12. Piston Compressors. A less common type of compressors are piston compressors, which
yield larger compression ratios but less throughput than turbo compressors. Piston compressors
are also described by characteristic diagrams, where the coordinates are now volumetric flow Q
and shaft torque M , see Fig. 9.

The volumetric flow through a piston compressor is the product of its operating volume Vo
(compressed during one revolution) and the speed,

(83) Q = Von ∈ [Von
−, Von

+].

The shaft torque is defined by

(84) M =
VoHad

2πηad
ρin,

where ηad is a machine-dependent constant. Finally, piston compressors have a limitation of the
compression ratio. Depending on the technical data supplied with a specific unit, this limitation
is given in one of the following forms:

(85)
pout

pin
≤ ε+, pout ≤ pin + ∆p+, M ≤M+.

3.4.13. Idealized Compressor Model. Earlier approaches to gas network optimization often consider
idealized models of compressor units and drives, see, e.g., [20, 42, 44, 45, 46, 63]. We also use
them if possible; however, it turns out that this is rarely appropriate [57]. These idealized models
incorporate the basic physical relations shared by turbo and piston compressors: adiabatic head
(71), power consumption (74), and fuel consumption (76). However, they assume a constant
adiabatic efficiency and they replace characteristic diagrams and drive properties with a constant
fuel consumption rate b and with simple bounds on the compressor input power,

(86) P ∈ [P−, P+].

3.4.14. Temperature Increase. The compression of gas increases its temperature. This effect is
modeled in two stages [39]: the temperature increase of ideal gas first defines T ideal

out , then this
value is used to initialize a fixed point iteration for Tout,

(87) T
(k+1)
out = T ideal

out
z(pin, Tin)

z(pout, T
(k)
out)

, T
(0)
out = T ideal

out , k = 0, 1, 2, . . .
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Symbol Explanation Unit

P+ Maximal power to provide for the compressor unit W
b Specific energy consumption rate W
Tamb Ambient temperature at the compressor group K

Table 6. Notation for drive models.
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Figure 10. Characteristic diagrams of a gas turbine: specific energy consump-
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We consider three different models for T ideal
out :

T ideal
out = Tin

(
pout

pin

)(κ−1)/κ

,(88)

T ideal
out = Tin

(
pout

pin

)(κ−1)/(κηad)

,(89)

T ideal
out = Tin

(
1

ηad

((
pout

pin

)(κ−1)/κ

− 1

)
+ 1

)
.(90)

Equation (90) can also be found in [60]. Three prominent models from the literature each combine
a certain number ` of fixed point iterations with one of these initializations:

isentropic equation model: (88) with ` = 0,(91)
standard model: (89) with ` = 1,(92)
RG1991 model: (90) with ` =∞ (` determined adaptively).(93)

3.4.15. Compressor Drives. Compressor drives provide the compressor units with power. They
are operated either with fuel gas from the network or with electricity. In our model, the drives are
not elements of the graph G but are only coupled with the network by the mapping σ : Acu → D.
For the notation see Tab. 6. We distinguish three types of drives: gas turbines Dgt, gas driven
motors Dgm, and electric motors Dem,

(94) D = Dgt ∪ Dgm ∪ Dem.

The three types are described in the following, where drive d is associated with compressor a.
Gas turbines are specified by two characteristic diagrams: the maximal power depending on

speed and ambient temperature, P+
d (na, Tamb,a) = χ(na, Tamb,a;AP+

d
), and the specific energy

consumption rate bd(Pa) = ψ(Pa; bbd), see Fig. 10.
Gas driven motors are similar to gas turbines, except that the dependence of their maximal

power on the ambient temperature is considered to be negligible: P+
d (na) = ψ(na; bP+

d
).
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Symbol Explanation Unit

∆p Pressure decrease Pa
µJT Joule–Thomson coefficient K Pa−1

Table 7. Notation for the control valve station model.

i

re-in re-out

j

control valve
preheater

0 1 2 3 4

bypass

Figure 11. Control valve station (schematic overview).

Electric motors consume as much electric power as they deliver to the compressor, Pa, and
hence do not have a fuel consumption model. Depending on the specific drive, the maximal power
function may or may not depend on the ambient temperature (sets Dem,1 and Dem,0).

In summary, a generic drive model encompassing all cases can be stated as

bd(Pa) = ψ(Pa), d ∈ Dgt ∪ Dgm,(95)

P+
d (na, Tamb,a) = χ(na, Tamb,a), d ∈ Dgt ∪ Dem,1,(96)

P+
d (na) = ψ(na), d ∈ Dgm ∪ Dem,0.(97)

We further mention that two compressors may be mounted on a single drive shaft. In this case
they have identical speeds and their combined power consumption is bounded by the drive’s limit.
Finally, large compressor groups may include steam turbines that reuse the lost heat from gas
turbines or gas driven motors to power other units.

3.4.16. Compressor Stations. Compressor stations are larger physical network components, en-
closed by a fence in the real world. In the context of our model they are simply subnetworks
consisting of one or more compressor groups, typically connected by valves and additional piping,
and possibly with several inlet and outlet nodes.

However, within a compressor station there may be additional restrictions on the combined
discrete states of compressor units and valves, so that only a subset of all combinations are possible
in practice: so-called subnetwork operation modes (which may also occur in other contexts). The
modeling of these subnetwork operation modes is genuinely discrete and the details are beyond
the scope of this paper.

3.4.17. Control Valve Stations. Like compressor groups, control valve stations a = ij ∈ Ecv can
be operated in three modes: closed, bypass and active, where closed and bypass modes are exactly
identical to the respective compressor group modes. An active station reduces the gas pressure by
a controlled and bounded amount. The effects of station piping, filters, etc., are again modeled
as inlet and outlet resistors, but at the station exit we now have a gas preheater, see Fig. 11. (In
reality the preheater is located before the control valve, but logically it operates at the station exit
as it regulates the gas temperature there.) We regard the control valve itself as stage 1 and the
resistors and preheater as stages 0, 2, 3. The controlled pressure reduction of stage 1 is modeled
as

(98) pa,2 = pa,1 −∆pa, ∆pa ∈ [∆p−a ,∆p
+
a ],
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where ∆p−a is zero in most cases. The Joule–Thomson effect causes a corresponding reduction of
the gas temperature obtained as an ODE solution involving the Joule–Thomson coefficient µJT:

(99) Ta,2 − Ta,1 =

∫ pa,2

pa,1

µJT(p, T )dp, µJT(p, T ) =
T

p

R

c̃p
(ZT − z).

Here R is the universal gas constant, c̃p = cpm is the molar heat capacity, and ZT is defined as in
(72). Our computational experiments (cf. [57]) show that a single implicit Euler step is sufficiently
accurate in this context:

(100)
Ta,2 − Ta,1
pa,2 − pa,1

= µJT(pa,2, Ta,2) =
Ta,2
pa,2

R

c̃p,2
(ZT,2 − za,2).

Here all quantities with index 2 correspond to outlet conditions at stage 1. If we rewrite (100) as

(101) Ta,2 − Ta,1 = ωa(pa,2 − pa,1), ωa = µJT(pa,2, Ta,2),

we may even obtain a linear approximation by assuming ωa to be a suitable constant.
If the temperature loss caused by the Joule–Thomson effect is too large, the gas preheater is

activated to keep the gas temperature above a given minimum T−a :

(102) Ta:j ≡ Ta,4 = max(Ta,3, T
−
a ).

Here we avoid nonsmoothness by using the uniformly convergent approximation (16),

(103) Ta,4 = T−a +
1

2

(√
∆T 2

a + ε+ ∆Ta

)
, ∆Ta = Ta,3 − T−a .

Like gas coolers, the preheaters consume a tiny amount of gas that we neglect.

3.4.18. Control Valves Without Remote Access. Control valves without remote access are control
valve stations with an automated state-dependent mode of operation: their control is designed
to keep the outgoing pressure below a given threshold, pj ≤ pset

j . Again we need to take in- and
outgoing resistors into account, with further pressure losses ∆pin and ∆pout according to (12)
or (13). In our stationary model the control valve without remote access is in bypass mode if
pi − ∆pin − ∆pout ≤ pset

j . The station closes automatically when the outlet pressure cannot be
kept below the threshold, pi−∆pin−∆pout > pset

j +∆p+a . Otherwise the element is active, reducing
the pressure by some amount ∆pa ∈ [0,∆p+a ] so that pj = pset

j .
From an optimization perspective, control valves without remote access are passive elements:

they are not controllable by the network dispatchers; rather, they implement a (nonsmooth)
functional dependence of the outlet pressure on the inlet pressure.

3.5. Objective. Various objectives may be appropriate depending on the specific planning prob-
lem under consideration. For concreteness we present the minimization of variable operating costs,
which is the natural objective in operative planning:

(104) min
∑
a∈Agas

cu

cfuel
a qfuel

a +
∑
a∈Ael

cu

cela Pa.

Here cfuel
a , cela are the specific fuel consumption and electricity costs, and Agas

cu ,Ael
cu denote the

respective sets of gas-driven and electricity-driven compressor units,

(105) Agas
cu = {a ∈ Acu : σ(a) ∈ D \ Dem}, Ael

cu = {a ∈ Acu : σ(a) ∈ Dem}.

4. Outlook

The hierarchies of model components for natural gas networks presented here can be combined
in various ways to obtain complete NLP type models. In part 2 of this paper [57] we will provide
validations of the component models based on comparisons with a commercial simulation package.
We will also develop special techniques for handling various nonsmooth model aspects, discuss the
interaction of our models and techniques with preceding mixed-integer optimization steps, and
finally present results of the overall approach for real gas networks.
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